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Preface

Whether or not computers have now attained their infancy, as is
often heard today in this computerized world, their use in the field
of music is still at an embryonic stage. This book documents the
efforts of a number of composers and music researchers who use
the computer in their work, and it illustrates the wide range of pos-
sibilities offered by the computer in music composition and research.
A third area, computer-assisted instruction in music theory, has
emerged too recently to assess its effectiveness or possibilities.

Although the present stage of the computer’s contribution to music
is embryonic, it would be a mistake to assume that we know what lies
ahead, nor can it be said that the uses of the computer in music have
evolved systematically. One is struck, throughout these essays, by the
multiplicity of ideas and procedures and by the diversity of techniques,
terminology, and goals. Those who work with the computer in music
today know both the joys and disappointments of being pioneers, the
excitement of discovery, and the frustration of failure. Only someone
who has prepared programs and data for computer processing can
fully realize how misleading in its suggestion of ease is the phrase
" . . and then he fed it to the computer.”

The emphasis in several of these essays is on methodology rather
than on results. There is still much to be learned, and for most of his
work the researcher is dependent upon hardware (equipment) and
software (programs) designed for business and the sciences De-
velopments in both equipment and programs have come at a dizzying
pace during the past decade, and it is a challenge to the person in
this new area to maintain the flexibility necessary to move with rapid
changes and not become tied to outmoded systems.

The range of opportunities and possibilities enjoyed by the com-
poser is, in some respects, wider than that enjoyed by the researcher.

! Programming languages designed exclusively for music purposes include MIR,
developed by Michael Kassler and described in Chapter XX, and MUSICOMP,

by Lejaren Hiller, described briefly in Chapter IV.
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The composer may use the computer to write music which will ul-
timately be played on standard orchestral instruments by performers
reading from conventional notation. The stvle of his compaositions may
range from a simple counterpoint, based on the so-called rules of an
eighteenth-century theorist, to the most recent serial or aleatory tech-
niques. Efforts to imitate older stvles have had limited success, and
there is little interest in this area today,

The composer may choose instead to develop a vast range of sounds
and totally new compositional devices, Some of the sounds may be
generated by the computer itself, or the composer may link his efforts
on the computer with the remarkable devices in the electronic-music
studios found on many campuses. Mr. Briin forcefully argues that
“traditional musical procedures have entered the stage where all
further possible permutations will no longer possess any new mean-
ing.” * The widespread use of electronically produced sounds as hack-
ground to films and television entertainment as well as in popular
music adds strength to Mr. Briin's arguments. Whatever procedures
are chosen, the many possibilities available pose a challenge to the
imagination as well as to the technical skill of the composer. A number
of these composers know mathematics, and their literature, as shown
by Mr. Hiller's survey, is heavily sprinkled with such expressions as
“second order transition probabilities,” “random number generators.”
“sets,” “permutation scheme.” and “binary choice,” to name but a few.
In some of this work the new composer imitates, or has the machine
imitate, the thought processes of the traditional composer. But it be-
comes apparent that more and more of the decisions can be left to
the computer, and we find ourselves confronted with basic esthetic
questions—questions that are succinetly summarized by Mr. Strang.”

The researc er, whether in music or some other .'Ir!‘at., has tended to
use the computer to carry out more effectively, or on much larger
quantities of data, research methods ﬁ]rEllr:i}-'rE]E"v['lnprd. In musie
these include harmonic analysis, various tvpes of indices, and elabo-
rate statistical studies, Among his aims are analysis of harmonic de-
vices, systematice descriptions of the styles of [.:mrtl'cul:l:r COIMpPOSers,
comparisons of different styles, and the development of data banks of
themes to cite borrowings among composers or to collate widely
scattered sources, i

The music researcher is immediately confronted with a basic need

* See Chapter 11, * See Chapter 111,
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when he looks to the computer as a tool. He must convert either the
sound of music or the printed musical score to machine-readable data.
The first possibility poses complex engineering problems. While it is
theoretically possible to digitalize musie, that is, to describe every
tone by a mathematical measurement of the fundamental pitch and
harmonics which comprise the tone, thus far only a limited amount
has been accomplished in this field. Attempts to convert the printed
score itself have heen more successful. One can use letters and num-
bers to represent the symbols on the page of printed music, and store
this representation in the computer memory ready for the various
manipulations requested in the researcher’s programs.

As yet there is no agreement among scholars on a single music
representation. Some researchers have dealt only with the elements of
notation of particular relevance to their projects. Others have chosen
to represent all the elements of notation. A choice must be made be-
tween utilizing a limited system which permits rapid encoding of
materials needed for a specific project only or using a broader system
permitting greater flexibility and greater possibility of sharing with
other researchers for their particular needs. It is unlikely that there
will be widespread agreement on a particular representation, and the
need for such a lingua franca is being reduced with the development
of translation programs.

No matter whether one uses a specific or general representation,
the encoding of music is tedious and time consuming. It is also ex-
pensive, since everything that is encoded must be kevpunched. Two
hardware developments, long hoped for, would greatly speed this part
of the musicologist’s work. One is an optical scanner that could read
music and convert its rf-;|di:|]g to the representutinn. Such a machine
is probably farther in the future than was thought a few years ago.
A second development, the automated printing of music from a rep-
resentation, appears to be much nearer. The computer plotter and the
Pl]um{‘ﬂmpuﬁi[‘iun machine are two devices now undergoing the neces-
Sary programming or engineering to permit them to print music.’

* The computer plotter has been programmed to draw a staff and music notation
(news article on A. James Gabura's application in Digital Plotting j""!?"-lf-"'ff-’ﬁlf'f-
May/June 1967, and Jeffry Raskin, “A Hardware-Independent Crrr_npun!r f:rapl:lu-s
System,” Master'’s thesis in Computing Science, Pennsylvania State University,
1967), The Ford-Columbia representation, already in use by a number .;.{ re-
searchers, was developed hy Stefan Baver-Mengelberg as a graphics-oriented
representation for use in a photocomposition machine known as the P.hﬂtim- The
editor, in his work in thematic indexing by computer, is currently testing the use
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No one knows what the future holds for computing and music.
Those of us who have worked with the computer have found it both a
willing and a demanding tool—willing to do prodigious amounts of
work in little time but demanding precise and well-thought-out in-
structions. It is hoped that this book will summarize, for researchers.
composers, and other interested readers, the present use of the com-
puter in music and will stimulate efforts to make the computer work
more effectively in music composition and research.

Harny B. LincoLn
State University of New York at Binghamton

of special music characters developed for his praject by the IBM Glendale Labo-
ratory at Endicott, N.Y., for use on the high-speed computer printer,
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CHAPTER 1

Musicke's Handmaiden:
Or Technology in the
Service of the Arts

by EDMUND A. BOWLES

The computer is but the latest in a category of scientific hardware
that has been used as a tool by musicians and musicologists alike.! In
any short overview of their history, one may regard such devices as
continuing extensions of man’s creative efforts. Indeed, many of them
embodied principles that were to reappear later in the computer itself.

The first monumental attempts to develop a large mechanical com-
puter were made by Charles Babbage (1792-1871), a man who hated
music, particularly the noise of barrel organs, which he said inter-
rupted his train of thought. Very much a child of the Industrial
Hevolution, Babbage was obsessed by the idea of harnessing steam
power to mechanical computation and of typesetting the lengthy
mathematical tables used, for example, in navigation and astronomy.
It is remarkable that Babbage was able to accomplish anything at all
in an age limited to gearwheels. Under a government reluctant to
subsidize such 1::1pmﬁﬂthh: research, he was eventually left with two
mcomplete machines on his hands, embittered, and without funds.

Babbage's first device, the “Difference Engine,” was able in theory
to compute by successive differenices and set type automatically, so
that the output would be in the form of printed tables, The “Analyti-
cal Engine,” embodying a principle we now know as programming,

' The computer is perhaps better described as a Logic Engine. “They are called
computers simply because computation is the only significant jnl:_n that has so far
given to them. . . . The name has somewhat obscured the fact that they are
capable of much preater generality. . . . To describe its potentialities ﬂ-tr." com-
puter needs a new name—perhaps as good as any is information machine.” L. N.
Ridenour, “The Role of the Computer,” Scientific American, 196 (1952}, 117




4 The Computer and Music

depended for its operation upon two sets of punched cards, containing
nine positions and up to a dozen columns, to tell the machine what
manipulations to perform at any stage in the successive calculations.
These instructions were maintained in the “store,” an embryonic mem-
ory. The set of operation cards programmed the engine to go through
a set of additions, subtractions, multiplications, and divisions in a
prearranged sequence, while so-called variable cards stored the actual
numbers to be acted upon by these operations. The real computation
was done in what was known as the “mill” a sort of primitive
mechanical accumulator. The results were bath printed on paper tape
and punched on blank cards® Thus, in a very real sense Babbage's
Analvtical Engine was what we now call a symbol manipulator which,
a century before the electronic computer, possessed both a stored
program and a means for encoding information.

Neither one of these concepts was new, however, and both had
been, and would continue to be, applied to mechanical devices related
to music. Around 1840, a fellow mathematician, Ada Lovelace. spect-
lating on the musical possibilities of her colleague’s machine, wrote
with prophetic insight.

[The Engine's] operating mechanism might act upon other things besides
number, were objects found whose mutual fundamental relations could be
expressed by those of the abstract science of operations, and which should
be also susceptible of adaptations to the action of the operating natation
and mechanism of the engine. Supposing, for instance, that the funda-
mental relations of pitched sound in the signs of harmony and of musical
composition were susceptible of such expression and adaptations, the engine

might compose elaborate and scientific pieces of music of any degree of
complexity or extent,’

On the one hand, Babbage’s machines were followed in principle by
those introduced by Herman Hollerith to the United States, then
applied to the Census Bureau, quantitative political research, and from
there (deviously) they entered the field of musicology: on the other

hand the inherent potentialities hinted at hy Lady Lovelace led
eventually to computer music.* ,

* See P. and M. Morrison, Charles Babbage and His
Yurlrl, Dover, 1961, esp. Chap, VIIL and L. F. Menabrea, Sketch of the Analytical
Enﬁgme- (tr. Ada Lovelace), London, R. and J. E. Taylor, 1843, :

+ B Taylor, Scientific Memairs, 11, London, 1843, P 604

1;“ is mberestlng to note that the same generation produced both Frederick
Jackson Turner, pioneer of the fquantitative approach to historieal research, and

Caleulating Engines, New
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The use of punched holes in cards for the digital storage of informa-
tion had its origins some fifty years before Babbage in the mechanized
weaving of patterns in cloth. Strings of these prepunched cards were
uwsed to control the proper lifting in various combinations of the
hundreds and hundreds of silk warp threads of the draw-loom. In
1801, J. M. Jaequard, capitalizing on the principles applied by Bou-
chon, Falcon, and Vaucanson, developed the first fully successtul
automatic loom. It utilized a series of punched cards, held together
like the links of a chain, which programmed the warp and thus the
averall pattern of the tapestry being woven.”

However, the notion of a stored program can be extended even
further backwards in time to mechanical musical instruments. The
basis of these devices was either a barrel or cylinder pmgmmmed by
means of a series of appropriately placed pegs or pins, or a puﬂcht‘d
paper tape, both of which }wrfunncd certain mechanical actions when
the harre] revolved by means of levers or jackwork. The earliest device
of this sort was the carillon, apparently Chinese in origin, and brought
to Europe during the Middle Ages. T ruly mechanized chimes, de-
pending for their operation upon a large revolving drum provided
with pegs which activated the striking mechanism directly, date from
the fourteenth century—principally the Netherlands—when they were
installed in the belfrys of large cathedrals.” For example, the carillon
in the Abbey-Church of St. Catherine, near Rouen, was programmed
to play the hymn Conditor alme siderum.”

Mechanically driven organs made their appearance around 1500,
when an instrument with 150 pipes was referred to as one of the
appurtenances in the Schloss Hohensalzburg. The sumptuous parks of
Renaissance princes, lay and ecclesiastic alike, encouraged the instal-
lation of h}'clmulicnilj.r-npe-ratwl organs, along with all sorts of me-

Herman Hollerith, inventor of the first data processing machinery. In 18g0 Holle-
fith's punched cards, tabulator, and sorter were employed by the U.S. Census
Burean, Seven vears later Tumner wrote his study of Midwestern political eulture.
See F, | Rex, Jr., “Herman Hollerith, the First “Gtatistical Engineer, " Computers
and Automation, 10 (1g61), 10-13; and F. J. Tumer, The Franticr in American
History, New York, H. Holt Co., 1920, pp. 223-242. !

“On the history of punched cards, see for example A. P. Usher, “The Textile
Industry, 1850-1830," in Technology in Western Civilization (ed. M, Kranzherg
""_“i C. W, Pusell, Jr.), 1, New York, Oxford, 1967, ppe 243 f.. and Morrison, op.
£t pp. xxxil ff.

:"" Wins, L'horloge a travers les dges, Paris, E. Champion, 1924, PP 154 £ i

A Ungerer, L'horloge astronomigque de la cathédrale de Strasbourg, Paris,

Sociét Astronomirue de France, 1922, p. 9

BTRT
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chanical automata and water tricks. All these devices were activated
by means of revolving drums programmed with appropriately placed
cams,”

A French engineer, Salomon de Caus, was one of the first to deal
with the theory of cylinders and their programming, or “pinning.” His
treatise, Nouvelle invention de lever l'eau (1644), includes a hydraulic
engine producing musical sounds in which a water wheel was con-
nected directly to a large revolving drum with pegs which activated a
series of keys. These, in turn, opened valves which allowed air to flow
from a windchest through pneumatic tubes connected to correspond-
ing organ pipes. Caus also invented a hydraulic organ, similarly
constructed, with pins placed in a “musical wheel” which depressed
keys, causing air to be transmitted directly to the pipes.” In his
treatise, Caus illustrates, as an example of the pinning, the first six
bars of Alessandro Striggio’s madrigal Che fera fed al cielo for
performance by these hydraulically operated instruments.

Fr:rllnwing Caus, a succession of inventors took up the [:lrulﬂt'm of
programming cylinders for mechanical musical instruments, including
Robert Fludd, Athanius Kircher, and Johann Ungerer. The revolving-
barrel concept itself led to a parade of devices in the L'ight{'l_‘l]lh
century, such as musical clocks, barrel organs, and music boxes, all
programmed by means of pegs inserted in revolving cylinders of one
type or another. Indeed, Engramelle’s treatise, La Tonotechnic
{1775), actually speaks of noter les eylindres, and the author himself
invented a combination mechanical organ, dulcimer, carillon, and
flute based upon this principle. . N. Maelzel produced the “Panhar-
monikon,” an animated machine orchestra of no less than 42 robot
musicians, The most famous and lasting device, however, was the
music box (musique & peigne), constructed by Louis Faure. This
combined for the first time a spring-driven revolving cylinder, the pins
of which in logical or prescribed sequence activated a set of thin,
comblike steel strips. A table or mantle often served as an auxiliary
sounding board."

Until the middle of the nineteenth century the barrel organ and

"See A, Protz, Mechanische Mugikinstrumente, Kassel, Biirenreiter, 1940, e5p.
p. 5.

" For an English translation, see his New and Rare
(tr. J. Leak; 2nd ed.),
Plates XV1 and XIX,

WA, Chapuis, Histoire de le boite 4 mtixie
sanme, Scriptair, 1955, pp. =21 ff,

Incentions of Water Warks
London, Joseph Moxon, 1701, esp. pp. 28 and 30 and

jue et la musigue mécanique, Lau-



Musicke's Handmaiden 7

music box were the only significant mechanical instruments. In 1852
the Frenchman Corteuil devised a perforated strip of cardboard to
activate a miniature keyboard, and nine years later J. A. Teste con-
structed a pneumatic reed-type instrument, the musical notes of which
were produced by a system of valves and bellows activated by
punched cards.’”* In 1880 the first pneumatic self-playing piano ap-
peared, taking advantage of a perforated sheet of paper which passed
over a reed chamber and permitted air to pass through the holes
“programmed” into it, thus activating the keys."” Numerous fragmen-
tary and isolated efforts such as these were finally brought to mechani-
¢al perfection in the “Pianola” invented by E. 5. Votey in 18g7. In this
instrument, a prepunched, perfnmtl:d paper roll moved over a capil-
lary bridge. Whenever the holes in the roll coincided with the 85
openings in the board, air was transmitted into the mechanism, acti-
vating sets of bellows with their corresponding striking linkages. The
Pianola was rolled up to a piano so that its fingers, or strikers, hovered
directly over the keyboard, note for note.”

The phonograph is yet another musical device embodying both the
stored program concept and its retrieval. In 1877 Thomas A. Edison
worked on a telegraph repeater which embossed the Morse code dots
and dashes into a paper tape and later replayed the message any
number of times, thus providing an electromechanical instrument for
transmitting messages automatically from one station to another.
When the punched -tupe raced through the device at high speed, the

U A, Buchner, Mechonical Musical Instruments (15, L Urwin), London, Baltch-

worth Press, 1959, pp. 25 and 36.
_ "The pneumatically operated kevhoard attachment seems to have heen first
invented by the French engineer Fourneaux in 1863, His “Pianista” was operated
by & hand erank which produced the vacuum o activate a set of mechanical ﬁ“gf'“
which in turn played the keyboard of an ordinary piano. An American device
based on similar !';'ri.nl:':iple_li, an automatic organ, Wwas built by John MeTammany
and eshibited at the Philadelphia Centennial in 1876.

" See H. N. Roehl, Player-Piano Treasury, Vestal (N.Y.), Vestal Press, lgfﬁl,'
PP 3-6. This device is not to be confused with the more complicated and sophisti-
cated reproducing piano, or *Vorsetzer,” invented by Edwin Welte, and incorpo-
rated into a regular piano in this country by the Ampico and Duo Art compani=s.
The recording device cut a roll with the actual key strokes of the artist as he
Plaved, as well as his rhythmie patterns, subtle variations in speed, his rubato and
aceelerando, his dynamics and Pef]a!'in{_‘:_ Welte's instrument gnd its successors
would seem to have capitalized on the music-writing machine constructed by Haol-
feld in 1970. A continuously moving roll of paper was activated by r:l::-n"l-:wurrk. su_ﬂd
when a clavichord key was depressed, a corresponding lever with a pencil adblo
“tl‘ernit}- drew a |:|1'|.,l,=: on the paper rnpmn’:lwing the duration of the note bﬂ"S
Played. See Chapuis, op. eil., pp- 109 ff.
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indented combinations of dots and dashes actuating the end of a steel
spring gave off what Edison described as a “light musical, rhythmic
sound resembling human talk heard indistinetly.” Having just devised
a revolutionary contribution to the telephone art in the form of a
carbon button transmitter applicable to Bell's year-old telephone, the
young inventor reasoned that if he could record a telegraph message,
he might also be able to record a telephone conversation. His first
experimentation led to the utilization of the energy of speech vibra-
tions to indent a moving strip of paraffin-coated paper tape by means
of a diaphragm with an attached needle. This in tumn led to a
continuously grooved, revolving metal cylinder wrapped in tin foil. A
recording stylus following the spiral groove indented the sound vi-
brations into the soft foil, The information thus recorded—speech or
music—was retrieved by a reversal of this process, The rest, of course,
is history,*

Turning now to the principles of encoding and decoding, actually
the earliest experiments in electrical communication foreshadowed in
primitive form the basis of modern information theory. It was Samuel
F. B. Morse who in 1832 developed the first widely successful device
to transmit intelligence electrically. The “‘-]‘-‘ﬂml;h drew long and
short lines on a strip of paper, the sequences of which represented not
the letters of a word but their numerical equivalent assigned in a
dictionary, or code book, Morse wrote, Six vears later this somewhat
clumsy system was replaced by the Morse code, which represented the
alphabet by various combinations of dots, dashes, and spaces. By this
means the dots and dashes indicated electrie current. and the interven-
ing spaces between the absence thereof. Thus, in a primitive sense,
this “single-current telegraphy” already embodied a two-element
code: current and no current, ves and no, or 1 and 0.

Although the nearly limitless possibilities of communication by
electricity were only vaguely appreciated at this time, the 5igniﬁ{:‘rmﬂ-ﬂ

* This ingenious device would seem

of a practical inventor or tinkerer su
contribution of Fourier that a complex

to have _hEt'II coneeivable only in the mind
ch as Edison. Despite the epoch-making

; wave, or periodic function, could be por-
trayed by a harmonic series, there was neverthelpss nothing to suggest that snll-:nnd

waves, for example, just because they could be represented in thi

I.'herfsfure be recorded and thus, in mpmducrimf. synm:si];cﬂ;::tlr:m;::i:hm:ﬁg
musical notes. The bibliography on Edison and the phonograph is too extensive
and accessible to be mentioned here, A good popular account is to be found in
R. Gelatt, The Fabulous Phonograph, Philadelphia, Lippincott, 1954, pp. 17-32.

1" See for example G. G. Blake, Hist io Tel
s o Lh;:, Ig::ﬂi:rgpj:f?ia:hn Telegraphy and Telephony,
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of the transformation of information into electrical form now made for
virtually instantaneous transmission of data from point to point, and
—more importantly—the possibility of coupling “engines” of one form
or another for operating on this information without the mechanical
and psychological drawbacks of human intervention,

Some 8o vears after Morse, following improvements in telegraphic
equipment, it became obvious that a more advantageous system would
be one in which all electrical character signals were of equal length.
With this in mind, ]. M. E. Baudot developed a five-unit, or channel,
eode with two-condition signaling {that is, each channel either
punched or not punched ), providing thirty-two character lm:u;ihiliticﬁ
(2") which fnmmpassuﬂ the entire :1]911;11)1%.

The next step was a printing tvlugmph, and this device, too, can be
ﬂ’m"ght of as digitalizing the information heing transmitted and re-
corded. In 1859 David E. Hughes, a former professor of music, in-
vented a typewriting telegraph, utilizing a pianolike kuyhnard to
activate the mechanism. A paper tape, prﬂpi*"t‘d by a we ight-d"i‘r'ﬂ'"
motor, recorded in punched form the coded signals sent over the
“—'lf'ﬂfﬁph line to a receiving station."

This keyboard mechanism formed the basis of operation for the
early office calculating machines as well, providing a more than casual
connection between these devices and the world of music. In the
calculator, a rather complicated series of mechanical linkages fur-
nished the means of easy and efficient operation with human aid, as
well as a convenient in%}ut device for both writing and caleulating,
D. D. Parmelee patented the first key-driven adding machine in 1850.
However, the numerous technical difficulties encountered by the in-
ventors who soon followed led to a technological stalemate, and it was
in fact the typewriter which first reached practical fulfillment. Be-
tween the introduction of the “literary piano” in 1867 (with an actual
keyboard) and widespread use a decade later, the office typewriter
evolved into virtually its present form. But now the situation reversed
itself, and the commercial success of the typewriter contributed to the
development of a practical accounting machine.

By 1877 4 young inventor named Dorr E. Felt had perfected a
caleulator with key-driven ratchet wheels which could be moved
tomatically by one or more teeth at a time, similar in design to the
foller ratchet of a typewriter. Shortly thereafter these two devices,

1R .
" Ihid,, Pp- 38 and 45
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typewriter and calculator, were combined into a machine that printed
the results of computations; and later this fortuitous marriage led to
the tabulating machine and the tabulator-typewriter."”

Another important development to consider is the principle of sam-
pling. This has been long familiar in the motion picture, which takes
advantage of the persistence of vision in presenting a series of still
pictures, or samples, which the eve interprets as a continuously mov-
ing image. Similarly, based upon the physiological phenomena in-
volved in the process of hearing, it is possible to sample a speech or
sound wave, and by transmitting these fragments recapture articulate
reproduction by putting the pieces together at the receiving end."

One method of sampling used extensively in telephone communica-
tion is pulse code modulation. This is based upon the fact that a
continuous electrical or acoustical wave, such as is found in speech or
music, can be represented by, and reconstructed from, a sequence of
samples of its amplitudes, made at uniformly spaced points along the
wave-form. By quantizing these successive samples of amplitude, a
representation can be achieved comparable to digitalized text, as in
telegraphy, for example. The ear hears the complete sound without
detecting the missing segments. Pulse code modulation is thus an
economical means of increasing the information-handling capacity of
a communications system by sandwiching or interspersing samples
from many sources together, transmitting them and then filtering out
and reassembling the separate voices at the far end."” The ultimate
resuit, of course, is to minimize the amount of information needed to
convey the original message.

From Pythagoras to Descartes, theorists and pedagogues devoted
considerable attention to the study of music. However, the investiga-
tions of Isaac Newton in the late seventeenth century gave such an
impetus to the study of mechanics that the scientific ﬁspeﬁ of music
was virtually neglected for some two-hundred years. However, the
development of electricity and telephone stimulated its resumption.

.ITI am indebted to Prof. Derek DeSolla Price, Chairman of the Department of
History of Science and Medicine at Yale University, for this information.

'® 1t was first demonstrated by Bell System engineers that if, in the transmission
of a complex, continuous musical sound—an organ note, for example—the funda-
n}ent.al component is supressed, the ear will supply the missing element and Tecog-
nize the original pitch of the note. This experiment is described in H. Fletcher
Speech and Hearing, New York, Macmillan, 1g2g, p. 246, r

1% See ]. R, Pierce, Symbols, Signals and Noi Sl
ian and se0. i gnals an oise, New York, Harper, 1961, pp.
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Two short-lived inventions typify these attempts to reproduce music
dlectrically. Alexander Graham Bell, with his early dedication to work
in speech and hearing, had long been interested in the study of sound
reptm:iuﬂiﬁn_ He not u|||}' followed Edison's invention of the [’)hﬂl'lﬂ-
graph but also in 1880 financed his own laboratory in Washington to
promote research relating to sound and acoustics. Together with
Charles S. Tainter, Bell devised and patented several means for trans-
mitting and recording sound. At the Philadelphia Centennial in 1876,
Elisha Gray I:':im:lth{.'r.in'\'l‘ntﬂl‘ of a telephone along with Bell) demon-
strated his “Electromusical Piano,” transmitting musical tones over
wires to a fascinated audience. In 1906 an engineer named Thaddeus
Cahill introduced the “Telharmonium,” an instrument consisting of a
series of alternating-current generators which produced pure tones of
virious frequencies and intensity. Switches permitted the synthesis of
tomes into any specific spectrum, and a volume control :'.1111[:-11'Ed dy-
namic variation, The device was intended to produce music capable
of transmission over telephone lines to household subscribers, but
“ﬂfﬂrtunutvl}' Cahill’s system never pu.*;sed beyond the demonstration
stnge_“'

However, in spite of an increase in the study of sound, both detailed
scientific analysis and the invention of more versatile instrumentalities
were required before sound recording, reproduction, analysis, and
synthesis were to take place. For example, Prof. Dayton C. Miller
pieneered in the development of techniques for studying tone quality
In his acoustical laboratory at the Case Institute of Applied Science.”
A massive attack on understanding the nature of sound, its measure-
ment, and analysis followed the introduction of the audion by Lee
DeForest. Once the potentialities of this device as an amplifier and
modulator became apparent, the entire communications art under-
went 4 revolutionary development. In October 1912 the vacuum tube
was brought directly to the attention of the research laboratories of
the Bell System, and its demonstration was to become a landmark in

*"The Generation and Distributing of Music by Means of Mt«ernmﬂrs."r Electri-
":,t Warld, 67 (1g06), 519 ff. This and other later devices are discussed m“E. G.
mﬁa reson, “The Production and Analysis of Tone by Electrical Means,” Pro-

*dings of the Royal Musical Association, 66 (1940), 53-65. .

Sei One tangible result of this research was Miller's Anecdotal History f‘f the

Science of Sound, New York, Macmillan, 1935. See cspecially Chap. V ("Sound

" the 19th Century—The Science of Sound”) and Chap. VI (“Sound at the End
® 1g9th Century—The Theory of Sound”).
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communications history. Shortly thereafter these laboratories began a
vast program of research involving a comprehensive analysis of the
electrical qualities of speech and hearing in order to obtain better
articulation over telephone lines.

This large-scale research program began with an examination of the
characteristics of speech. It was followed by a study of the organs of
speech and hearing themselves, and was extended ultimately to music
and thus to sound in general. The realization that better and more
precise instruments had to be developed led in part to the construe-
tion of devices to convert sound waves into electrical form and recon-
stitute them again into sound with a minimum of distortion. The most
noteworthy result of these early efforts (specifically, the study of
electroacoustic networks) from the musical point of view was the
development of electrical, or “Orthophonic.” recording in 1925 by |. P.
Maxfield and H. C. Harrison.*

Electronic musical instruments were an important by-product of
these experiments. Their design was based upon the principle of
vacuum tube (audion) oscillators, planned and controlled by the
experimenter or performer, and combined with amplification and
loudspeaker output. Some devices utilized electrical frequency gener-
ators, while others employved mechanical ( rotary or vibrating ) genera-
tors to produce the tones.™

In 1924 the Russian Léon Theremin invented and demanstrated the
“Aetherophone” (later simply called “Theremin”) which employed
two vacuum-tube oscillators to produce beat notes. Resembling an
early radio set, it functioned as a capacitor, deriving musical sounds
by the technique of “heterodyning” from oscillations which varied in
pitch as the circuit (a wire-loop aerial and metal rod held in the
operator’s hand) was altered by changing the distance between these
two elements. Four years later, Maurice Martenot brought out his
“Ondes Musicales™ (again, later called the “Ondes Martenot” ), a
similar, but more advanced electronic instrument. Again, two radio-
frequency oscillators were heterodyned or beaten to produce complex
wave-forms. Here, instead of a hand-held rod, a moveable electrode
was used to produce the capacitance variations. Dutilleux, Honegger,

* See Fletcher, op. cil., pp. v=viii; and . B. Crand ibrati
' PP 5 B all, Theo Vibrating Sys-
ter;.-a and Sound, New York, D. Van MNostrand, 1926, Appe::di:yﬁc."f R
. 8. K. Lewer, Electronic Musical Instruments, London, Electronic Engineer-
ing, , BT, = e : B : i
19%.:.{9';'? t;%p pgal;z: 24; and F. K. Pricherg, Musica ex Machina, Berlin, Ullstein,
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Messiaen, Milhaud, and Varése all wrote music for the instrument at
one time or another,®

Probably the most familiar electronic instrument in these categories
is the “Electronic Organ” invented by Laurens Hammond, It em-
ploved a system of g1 rotary electromagnetic disc generators, driven
by a synchronous motor with associated gears and tone wheels. These
tone wheels were shaped so as to generate sinusoidal currents in
their associated coils. The wave-forms thus produced could be synthe-
sized into complex tones. Control and programming were achieved
through two 5-octave manuals and pedal board. In order to produce
all the required fundamental tones and their harmonics, all g1 tone
generators were used in various permutations and combinations.

A significant step forward in sound synthesis was achieved in 1955
when Harry Olson of the Radio Corporation of America invented an
“Electronic Music Synthesizer.” In this device, saw-tooth waves, con-
hih'ii]'lg all p:}jsib]e ||3rmgnicgl are filtered to remove the unwanted
ones. The instructions, or program, is put into the machine by means
of a typewriterlike keyboard, which punches the commands into a |
go-channel paper tape fifteen inches wide, representing binary code
timbers describing the desired musical sounds. The roll of paper in
turn drives a series of tone generators to produce the actual sounds—
the human voice, instruments, or entirely new varieties of sound
altogether =

The relationship between experimental music and electronic tech-
M]UHF grew not only in commercial scientific laboratories but in
f““"ﬂrd-[ﬂﬂking broadcasting stations and newly established univer- s
sity music studios as well. Profiting by the fortuitous presence of the
Cmputer on many campuses, musicians and technologists used this
new tool which was able to create any desired wave-form “on com-
mand” by means of a sequence of digitalized numerical samples
fepresenting the amplitude of that wave of successive points. Together
with its ability to accomplish statistical routines, this led to a number
of pioneering experiments in computer music. In one type, the g
chine “composes” music, selecting notes according to mathematical
nile or numerieal sequence | probability). In a second variety, ThE
“omputer “plays™ music, the wave-form of the notes themselves being

"N Haven-Hart. *The Martenot Instrument,” Wireless World, 27 | 1g30), 58.

{:H- Obson and H. Belar, “Electronic Music Synthesizer,” The .}aum_::lh ﬁf,.::j
Abotiaticg] Societ B . —B12. A later version wi LLEELL)
ety of America, 26 (1955}, 595 nic Music Studio.

Miprovements was installed in the Columbia-Princeton Electro
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expressed mathematically as a sequence of numbers—including fre-
quency, duration, and intensity—and is converted by an analog deviee
into oscillations which drive a loudspeaker.

Music by chance has captivated composers since the time of Bach.
Many dice compositions were produced as parlor games in the eight-
eenth century, as were puzzle canons in which the solver had to
“realize” the second voice. As early as 1949 John R. Pierce and M. E.
Shannon of the Bell Telephone Laboratories composed elementary
statistical or “chance”™ musie, based upon a repertory of allowable root
chords in the key of C. By throwing three specially made dice, and by
using a table of random numbers, several compositions were pro-
duced. Among their characteristics were eight measures of four
quarter notes each, certain spt‘l::iﬂz'r.l repetitions, and common tones in
the same voice of any two succeeding chords™ Seven years later
Richard C. Pinkerton wrate simple (or, as he himself put it, “banal”)
melodies based upon a statistical analysis of 39 nursery tunes. He first
constructed probability tables showing how frequently any note fol-
lowed any other. He then made chance selections from a deck of cards
prepared according to these tables.” Frederick P. Brooks (now at the
University of North Carolina) and his Harvard associates Hopkins,
Neumann, and Wright produced computer music, the basis for which
was an extensive examination of hymn tunes, ™

Starting in 1955, Lejaren A. Hiller, Jr, and Leonard M. Isaacson at
the University of 1llinois began a series of experiments to evaluate a
broad spectrum of compositional techniques in terms of their suitabil-
ity to computer programming. They demonstrated that the machine
could either generate musical scores by conventional means or pro-
duce an output governed by probability distributions. One major
result was the now-famous Iliac Suite for String Quartet. For the
production of this four-part experiment the computer stored in its
memary a numerically coded chromatic scale of about two and a half
octaves. It selected notes randomly and rejected them if they violated
the established rules of musical composition, producing sequences of

* See Pierce, ap. cit., pp. 250-261. Mozart himself made up sels of alternative
measures of music, a.r:fl. by means of throwing dice to determine the sequence of
measures, a person with no musical abilities could make a variety of “do-it-your-
self” compositions, = -

¥ R : i - L1 .
tlgsﬁaicz;??ﬂ::fwmn. Information Theory and Melody, Secientific American, 194

2 i

\ F. P. Brooks, Jr., et al, "An Experiment in Musical Composition,” Trans-
dctions of the Institute of Radio Engineers { 1957}, 175,
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letters and numbers which were stored in the computer until a short
melody was derived. This was then transeribed by hand into conven-
tional musical notation snitable for human performance.™
Max Mathews and his associates at the Bell Laboratories began
generating music by computer in 1958. These experiments answered
two major difficulties facing composers of conventional electronic
music, namely, the generation of complex wave-forms and the precise
assembly of noise-free, multiple sounds. The computer produced any
variety of these by sampling given wave-forms at regular and frequent
intervals (in one program, at the rate of 20,000 times per second},
producing thereby series of numbers which approximated the sounds.
In the reverse process, digital-to-acoustic conversion, these numerical
dpproximations of the original sound waves were put on magnetic
tape, converted into pulses, the amplitudes of which were propor-
tional to the numbers, smoothed out by filtering, and fed to a loud-
speaker.” Work on computer sound production, originated at Bell
Laboratories, has been continued and extended at Princeton Univer-
sity, where the entire original program has been rewritten by Godfrey
Winham and Hubert Howe.™
The first use of machine methods for the handling and analysis of
large masses of quantitative musical data was Bertrand H. Bronson’s
comparative study of British-American folk songs, which appeared in
1949- By means of punched cards, he coded selected elements of these
tunes, il]c]uding range, meter, modal distinction, phmsui scheme, re-
frain pattern, melodic outline, upbeat, cadence, and final. In addition, !
Bronson was able to compile a significant corpus of folk song mater ial
with sufficient fullness and accuracy to make comparisons both easy
and reliable, =

*See L. A. Hiller, Jr.. “"Computer Music,” Scientific American, 201 {1959), !
199-120; and L. A. Hiller, Jr., and J. Beauchamp, “Research in Music with Elec- &
'touics,” Science, 150 (1965), 161-164.

“5ee M. V. Mathews and N. Gutman, “Generation of Music by a Digital Com-

Puter,” in Proceedings of the Third International Congress en Acoustics, Amsler-
dam, 1959, pp. 253 f.; M, V. Mathews, “An Acoustic Compiler for Music and
E.:}"J:'L'l“i!it'ﬂ' Stimuli,” Bell System Technical Journal, 40 (1961), 677-604: and
i V. Mathews, “The Digital Computer as a Musical Instrument,” Science, 142
1963), 533557, :

"This has been described by J. K. Randall, “A Report from Princeton,” Per-
Pectices of New Music, 3 (1965 ), 74-83.

) S‘.ml' B. H. Bronson, Mechanical Help in the Study of Folksong,” Journal of
Americgn Folklore, 62 {1g4g), 81-86. In a letter to the anthor { June 13. ig}ﬁ}:':l
TORSOn writes, “You ask how 1 became aware of the |wssihi|il_w of using 1BM in
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A good many current computer projects in musicology fall into the
category of information retrieval—a term perhaps best characterized
as “the selective recall of stored factual knowledge.” In the subject at
hand, the information being recovered or regained from a data bank
in machine-readable form is the music itself in one or more of its
several dimensions. A conspicuous example is Harry Lincoln’s own
large-scale project of developing a thematic index of sixteenth-century
Italian music. Here, [‘SSL‘HH:.I]I_V, the computer searches for pattern
matches between the encoded themes, or incipits, stored on discs and
those being investigated. The “hits” are then retrieved and printed out
for purposes of identifying anonymous works, duplications, and bor-
rowings.™

Owing to the unique problems of musical input—a special vocabu-
lary must be constructed to represent within the computer the multidi-
mensional aspects of each note, including terms of pitch, register,
duration, and timbre—musical research was not readily adaptable to
machine-record equipment, and had to wait for the arrival of the
computer. This necessity of providing data to the machine in its own
characteristic digital speech stimulated the development of several
musical input representations. Messrs. Stefan Bauer-Mengelberg and
Melvin Ferentz, as part of a larger project concerned with automated
music printing, have created what has come to be known as the
Ford-Columbia system. This is essentially a digital alternate represen-
tation of complete musical scores in their every dimension for com-
puter input. Barry Brook of Queens College produced, with Murray
Gould, an alphanumeric input called the Plaine and Easie Code
System for Musicke. Utilizing ordinary typewriter characters, it is a
shorthand for musical notation especially useful for incipits and short

comparative tune analysis. My head was full of the practical difficulties of com-
paring melodies in an ohjective way, and of my attempts to solve the puzzle, When
I discovered that the figures on an IBM card could stand for whatever you chose,
letters or numbers, 1 thought, Why not notes? and 1 was offl One thinrg I'm very
certain of: I'd never heard of anyone else applving IBM to music, and was ter:il.‘-]i-’
pleased with myself for thinking of it]” s

“In 1924 Béla Bartok remarked that only a systematically seientific exami-
nation of the morphological aspects of folk music material would enable one to
d-:hinnine- clearly the types, and to draw various conclusions from the transfor-
mation and migration of these melodies and their comnection with foreign ma-
terials. Barték’s own method in fact lends itself to computerization, namely, the
skeletonization of melodies vielding incipits which can then he ::.:m:derlrun a

single punched card. In this way, the pitch contour can he compared as to melodic
and rhythmic variants,
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excerpts. At Princeton University Hubert Howe, Alexander Jones, and
Michael Kassler developed an Intermediary Musical Language
(IML) as a practical solution to the problem of feeding musical
information into a computer. This particular input utilizes only the 48
characters found in the older standard keypunch machine™

A second major area of computer application in music research is
stylistic analysis. Here the machine operates in quantitative fashion on
the music itself, identifying, locating, counting, and otherwise codify-
ing the significant components or symbols. For example, program
Operations can be applied to melodic and harmonic analysis or to the
derivation of statistics of frequency distribution. In developing such a
taxonomy, and unitizing the musical components for computer proe-
essing, the musicologist provides himself with a powerful, multidimen-
sional view of the music itself.

The Princeton project, under the direction of Arthur Mendel and
Lewis Lockwood, is a prime case in point of the large-scale applica-
tion of computer techniques to musical analysis. By means of IML the
relevant musical information is translated into machine-readable form,
or input, which, by means of a symbolic code, preserves the desired
daty of every element. A language for Musical Information Retrieval
(MIR) then makes it possible to write programs concerning any
ispects of the music thus represented, and to obtain the desired
results, or output, in intelligible form.

Programs have been written for the analysis of some of the inher-
ently quantitative problems of style in the music of Josquin Desprez
[ 1450-1521), Among those aspects under study are the linear and ’
harmonic components of the style of Josquin’s masses, the relationship
of music and text and the problems of applying and interpreting the
specified and unspecified accidentals | musica ficta) that give rise to
alternative readings of the pitch-structure of the music. The computer
I8 alsp heing used to process information about certain elements
within individual works, such as the location of every type of tritone
and diminished fifth as linear and harmonic intervals, together with
their occurrence in varying patterns and contexts.™

*See T. Hobison, “IML-MIR: A Data Processing System for the Analysis of
Music," in Elektronische Datenverarbeitung in der Musikwissenschaft (ed. H.
Heckmann ), Regensburg, G, Bosse, 1967, pp. 103-135.

_ ™8ee L. Lockwood, “Computer Assistance in the Investigation of Accidentals
In Rensissance Music” in Proceedings of the Tenth Congress of the International
'I"f“*'ﬁ'-'ﬂfﬂgil:'nf Society, Ljubljana, 1g67.
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In the application of computer techniques to the analysis of musical
style an important example is the work of Jan LaRue of New York
University to evolve computer techniques to describe stylistic charac-
teristics of eighteenth century symphonies. Closely paralleling certain
efforts of the literary scholar, he has developed a set of guidelines for
musical analysis, quantifying or breaking down the various musical
elements into sound, form, harmony, rhythm, and melody.™

LaRue has concerned himself mainly with the music of Josef
Haydn, and found that the range of the composer’s style results from
complex interactions between these elements. The first being investi-
gated is Haydn's phrasing and articulation. Taking so-called time-line
analyses of exposition sections from the first movements in 30 early
symphonies, the thematic functions were keypunched according to
their locations on the time-line of the movement. Computer programs
were written for the input, compilation, and statistical analysis of this
data in order to calculate and display percentile relationships and
paired correlations.

Using these computerized techniques of stylistic analysis, LaRue
found that Haydn's music is extremely low in redundaney, in other
words, has few consistent and repeated conventional patterns. Sec-
ondly, the computer brought to his attention for the first time the fact
that the composer uses more themes in the second part of the exposi-
tion section of his first movements, after modulation to the dominant
key, than he does in the beginning of his symphonies in the tonic
area.™

The computer can also be used as a tool for traditional harmonic
analysis. At Roosevelt University, Roland H. Jackson and his associate
Philip Bernzott have devised a program for the input and analysis by
machine of conventional elements of a musical composition, s-uch as
kt?y changes, basic chords, and the measures in which they appear.” A
discussion of this program can be found in Chapter VIII below.

Allen Forte, of Yale University, has long been working with the
computer to help solve some of the basic problems of musical theory.

* This general approach follows the principles outli i ne,
"D;:; Style Analysis,” Journal of Music g‘hmr;, (] f]gﬁT}d, g:‘:::;‘lv iy
St:'.::__[. LaRue, “Two Problems in Musical Analysis: The Computer Lends a
Hand,” in Computers in Humanistic Research: Readings and Perspectives {ed.
E. A, BE:rw'iesJ. Englewood Cliffs, Prentice-Hall, 167, PP 104-203.
**This description has been drawn from R, H. Jackson, “Harmonic Analysis
Mﬂl. Cmr;ﬂ:ﬁ;er;rﬁo%l;e;ﬁl}ﬁrj.” Institute for Computer Research in the Hu-
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An early effort on his part was aimed at providing insights regarding
the coherence and structure of atonal music. According to Milton
Babbitt of Princeton the basis of this “has only been partially hypothe-
sized, even less completely tested, and only slightly understood.”
Having found the traditional forms of musical analysis lacking, Forte
designed his approach around linguistic and mathematical models for
musical structure, develnpod a computer program to explore his ideas,
then subjected the results to analysis,™

One obvious result of such work is a more systematic and objective
approach to the analysis of musical style, or content. The computer
forces more rigor on the workways of the scholar, at the same time
providing the means for a larger and thus more reliable data sam-
pling. One has the feeling that computerized content analysis will lead
slowly to a more satistactory answer as to what style really is, at least
in its quantitative sense.

Thus, it is readily seen that the computer has already introduced a
new set of workways into the field of music, affecting both composi-
tion and research. The result has been that composers and scholars
alike are coming to terms with techniques unheard of a short genera-
tion ago. There has been a corresponding change in the pattern of
tomputer-oriented research, in the number and training of individuals
involved in these projects, and in the time interval between their
original concept and their ultimate fulfillment,

An important and direct result of this technological innovation in
music has been a change in the dimension of academic research. The
individual scholar, working virtually alone for years with small sam-
ples of data gathered slowly and painstakingly (and often jealously
!:ushandiug his material from real or imagined predators) is being
replaced by teams of people: the researcher and his staff (often his
main link with the new world of computers ), a programmer or two,
and the computer center personnel. These people represent in sum
several specialties, and each one plays an important role in the chain
of events leading from the initial concept and raw data through the
machine to the finished output.

Secondly, there has been a change of pace in intellectual activity.
The computer allows the scholar to accomplish in a short time what
would have otherwise taken him up to a whole lifetime of drudgery to
accomplish. It is well known that the computer can caleulate, sort,

™ An example of Forte’s work can be found in his article, “The Domain and
Relations of Set-Complex Theory,” fournal of Music Theory, g (1065), 173 .
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and compare approximately one-hundred million times faster than
human beings are able to do. What this means to the musicologist,
with his large files of data, is a dramatic shortening of the time
interval between his original idea or research plan and its ultimate
completion.

Another manifestation of this change of pace has been greater
precision of thinking. The necessity of providing a programmar with
an extremely precise and lucid explanation of what he hopes to
accomplish, and how, compels the scholar to face these issues explic-
itly. Furthermore, the ensuing dialogue between musicologist and
computer specialist in working out an algorithm for his project forces
on the former a higher degree of precision and logic.

An extremely important factor for musicological research is that the
computer permits one to broaden his data base, for the first time
making possible the comprehensive inclusion of all relevant material
No longer does the scholar have to reduce his sampling or his catego-
ries of data to the practical limits of hand manipulation. In addition,
the machine is far better able to handle in statistical fashion the vast
number of variables in every dimension of the musical score, bringing
all the complex relationships and patterns to the scholar’s attention,
thus permitting more reliable generalizations concerning the problem
at hand,

Although it is fashionable to consider the computer as being utterly
unique, it nevertheless forms a consistent element within the historical
context of man’s developing technology. Many of its basic operating
principles, such as the concept of a stored -prngram, a system for
encoding information, and electronic circuitry have been ;’!mp]ﬂ}'l}d
before. All these machines, whatever their phj;'siugnomv, demonstrate
graphically the adaptation of contemporary technulog}: to the pract-
cal demands of a specific idea or the aspirations of a particular
intellectual discipline. However, whereas these previous devices have
been, so to speak, extensions of the hand, the computer, with its logic

capabilities endowed with lightning speed, remains uniquely an ex-
tension of the mind. :
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From Musical Ideas
to Computers and Back

by HERBERT BRUN

The link between the computer system and the compaoser of music is
the program. The composer may think of himself and his mind and his
ideas in any way he pleases, until he decides to use the computer as
an assistant. From that moment on the composer must envisage him-
self, his mind, and his ideas as systems, since only systems can be
translated into that language, the program, which can generate their
analog appearances in the computer. Under control of a program, the
computer system will simulate all the processes in and of the particu-
lar system which the program represents. The main problem thus
appears at the beginning and again at the end of the entire proposi-
tion: Can the composer program musical ideas for a computer, and
will the output of the computer contain musical ideas?

Another problem, especially for the more philosophically inclined
composer, tends to become more acute as his work progresses. [f it
should be proven that everything is possible, that every sound, every
constellation, every logical or random process is available—in short, if
m'er_-_k'thing thinkable can be done—why then go ahead and still do it?

In the following pages an attempt is made to deal with some less
obvious aspects of such problems and to propose some methods for
analyzing them or even solving them.

Musical ideas are defined by composers of music. Not by philoso-
phers, mathematicians, critics, music lovers, and record collectors.
Analysts, commentators, and consumers may occasionally, occasion-
a”? even frequunt]jf, catch on to what the musical idea of a piece of
music is ar was. But their recognition of a musical idea, their way of
r:ul]mr:;r it names, their behavior and attitude toward their own inter-
pretation of the composer's work do not define the composer’s musical
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idea, The reaction to a musical creation is a consequence, a pmduct of
all the factors which are brought to bear on the moment when the
musical idea hits the listener, regardless of this listener's awareness as
to what it was that hit him. For most of these factors the listener may
be assumed to be responsible. He believes he knows what music is and
what music is to be. He is drilled and trained to eonceive of certain
concepts, to associate certain associations of ideas, to extract from the
audible event only what he thinks is worth listening to, and to ignore
or even condemn the rest. In theory one might claim that the com-
poser, on the other hand, should be held resfmnsih]e for the musical
idea only. But, as more and more potential listeners have turned
composer, such comfortable distinetions will no longer serve, and the
best one can do is to state that the composer is responsible for
everything and the musical idea, while the listener is resptmsible for
everything but the musical idea. A composer of music has to be aware
of, and to have a penetrating insight into, all the factors which
converge to an ideology in the cultural make-up of his contemporaries.
He has to come up with an idea, a musical idea, which just passes the
accumulated past by not exactly belonging to it, by not conforming to
its approved laws, by labeling its claim to eternal validity succinetly as
a mere ideology.

Whenever a man finally recognizes and understands the notions and
laws that rule his behavior and standards, he will, usually, honor
himself for his remarkable insight by claiming eternal validity for
these notions and laws, though they be ever so spurious, ever so
limited to but temporary relevance. Ideologies flourish on retroactively
made-up beliefs which are complacently proclaiming to have found
the truth, while skeptics are already busy looking for it again. Under
ideological guidance, the desirability of changes of state or law is
measured by approved criteria. An idea, on the other hand, usually
challenges the adequacy of using approved criteria as standards of
measurement, and expressly demonstrates the irrelevance of the ap-
proved in questions of desirability concerning changes of state or law.
It is for this that ideas come under attack; not for being either good or
bad, but rather for uncovering the impotence of persisting ideologies.
To cover this shame, the ideologically possessed apostle finds himself
frr:quently provoked to advocate indifference, complacency, corrup-
tion, or even murder. Often enough, unfortunately, such a defender of
i ideology, by proclaiming it to be nature’s own law, suc-
ceeds in contaminating the more gullible of his opponents, who,
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unaware of their defeat, then begin to retaliate in kind. The most
contagious disease in our human society is the agony of dying ideolo-
gies.

Every man’s actions, the reasons for these actions, and the aims he
proposes to reach with them, all reflect, among numerous other fac-
tors, this man’s attitude or attitudes toward the ever-present choice
offered: either to cooperate with and affirm ideologies, or to search for
and try out ideas; either to make already approved criteria his law or
to change the criteria according to the law he makes for himself. The
composer’s attitude will appear in the music he offers; the listeners’
choice will influence their concept of, demand for, and participation
in contemporary musical ereation.

The criteria by which one thinks and the laws by which one acts
function in int[‘rdcpcnduncc. Progressing from temporary relevance to
eternal obsolescence, by fits and starts, suspended in state at times, at
others moved through a process of change, criteria and laws critically
reflect each other, As progress in the two areas lacks synchronization,
ane is always ahead of, or moving faster than, the other. Their relative
positions with respect to an assumed maximum of contemporary rele-
vance vary constantly and may, occasionally, differ so widely that all
mutual reflection hoi;ins to fade. It is in extreme situations like this
that radical changes appear to become necessary. Much depends on
how aware a man wants to be of such situations and of possible
antidotes. The ideologist usually denies, under pressure at most re- :
grets, the existence of both, whereas ideas begin to thrive on just the
most drastic analysis of such problems. Musical ideas could be, more fi
than anything else, seismographic analogies to such fluctuations in
function between thought and action, criteria and laws, states and
changes, elements and the whole.

In order to test the validity of this statement and its assumed
premises, as well as to observe the emergence of unpredicted laws
inherent in and consequent to such a test situation, I began work on a
project which, written down in 1963, has served, and still is serving, as
a general program of procedures, goals, and questions for my research
activities at the University of Illinois. The Experimental Music Studio
of the School of Music and the Department of Computer Science there
offer the opportunity and the equipment, in a combination almost
unique in the world, to follow up this kind of theoretical and practical
investigation, I proposed to do research on the conditions under which
4 system of digital and analog computers would assist a composer in
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creating music of contemporary relevance and significance. Two parts
of the project reflect, in a rather concise fashion, my concepts of why
and how work with computers might help toward a temporary im-
munity against the ideological infections of intentions and languages.
There is, to begin with, a list describing some of the experimental
steps to be taken, accompanied by brief comments, and then an essay
on the speculative tendency of the project and the terminology used.

Plan for Work on the Project

1. Analysis and definition of recent and earlier systems of acoustical
elements and events, which were used as musical material.

Mainly an investigation of the statistical properties of ex-
ploited systems for the purpose of comparative studies.

2. Exploration, theoretical and practical, of the acoustical elements
and events which today could be produced, controlled, and organized
according to defined intentions of the human mind.

Experiments in synthetic sound production, with a view to
using the results as a foundation for planning the construc-
tion of a universal sound synthesizer.

3. Development of a code which, based on the scientific analysis of
the physical structure of sound, would allow the programming of
computers and sound synthesizers.

In many a sense the core of the project. This code, in order to
be useful, has to be capable of expressing in computer lan-
guage not only the structural conditions of sounds that are
demanded, but also the conditions for an organization of
elements or events in time. Considering the fact that what is
generally called sound structure is, to a large extent, actually
also a function of time, first attempts at the solution of the
code problem will have to be made in the direction of a time
code. If found, the application of such a code to fields other
than music should offer possibilities of considerable value. It
will take some time, however, to coordinate the theoretical
concepts, which will create such a code, with the technologi-
cal systems, which will have to understand and to answer it.
On the other hand, it seems fully advisable to start working
on this idea while using such information and such equip-
ment as is already available at computer research centers.
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4. The speculative definition of an assumed new limited and condi-
tioned system of acoustical elements and events in disorder.

The communication potential of such an artificial system in
disorder depends on the condition that its information con-
tent does not at the time of speculative definition surpass
presumable future human insight. In this project the new
factor which has to be considered is that the quantitative
content of the system as well as the presumable power of
future human insight are to be augmented by the capacities
of high-speed digital and analog computers.

5. The gradual organization of a limited and conditioned system of
acoustical elements and events in disorder by way of musical composi-
tiomn.

A large program of experiments designed to investigate the
following sequence: the composer’s musical idea, the com-
puter system’s l".i]':]pﬂﬁﬂlﬁ for organization and realization, and
the composer’s final selection and choice. The recorded prog-
ress and the results of the experiments will be submitted to
several different methods of analytical and comparative
study,

6. Research on whether and how concepts based on the theory of
information and communication could be applied to an analysis of the :
ways in which communicative creations are perceived, understood,
dfst'ribr;:d_. interpr{tted, and ﬁna"}' evaluated b}f individuals or groups
of the respective contemporary society. b

It is assumed that in the course of such investigations, some I
clarification may be reached as to the source, the nature, and
the quantity of standards necessary for the evaluation of
communications which contain a meaning not previously
established. With more knowledge on this subject, it should
become possible to work out the foundations for a theory of
the function of communicative creation in society, which
would at least contribute new aspects of hitherto unsolved
problems to existing concepts of history and sociology, and
especially of the arts. At the most, this new theory would
solve the problems and replace or absorb the existing con-
cepts. All predictions, however, as to the results of these
investigations must needs be kept rather vague until research
is well under way.
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7. The composition, realization, and performance of a musical work
of contemporary relevance and significance with the assistance of a
digital and analog computer system.

No one can possibly say whether any result of this attempt
will correspond to what has, until now, been called a
work of art, or whether it will define what, from then on,
will be called a work of art, or whether it will miss altogether
that function in society which makes some creative com-
munication a work of art. The contemporary relevance and
significance of the composition should be achieved, not by
appealing to existing means of understanding musie, but
rather by creating new means for musical understanding. It
will not anly show noticeable changes in the concept of the
acoustical system, not only propose new schemes of organi-
zation, but also provoke the creation of new circuits in the
listener’s mind. This provocation is the aim and purpose of all
creative and scientific projects. It is in this sense, that the co-
operation of composer and computer is considered for here
and now to be a natural idea. Whether it will lead to music
or to electronic brains or to a new aspect of both, is a question

fascinating enough to render fascinating all attempts at a
satisfactory answer,

The Speculative Tendency of the Project

Man uses the term chaos whenever he wishes to ascribe to a
quantity of elements or events what he believes to be the quality of
disorder. In order to get information out of chaos, the elements and
events have to be submitted to a process of organization, whereby
order increases and chaos decreases. As soon as the chaos has disap-
peared, complete order is installed and no further information can be
expected. The potential of information inherent in a situation of chaos
depends on at least two factors: on the quantity of elements or events
which are assumed to belong to the field of disorder, and on the
number of possible ways in which they can be organized. If the
quantity of elements or events in disorder is a very small one, or if
there exists only a small number of ways to ﬂrg;mj;:e them, then the
potential of information, in this particular situation of chaos, will be
small too, and soon exhausted. Usually, though not always, the two
tactors seem to funetion in interdependence. ;

Wherever man observes chaos, he feels tempted, sooner or later, to
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apply his powers of organization in order to get information out of this
chaos. This temptation is not only an expression of man's untiring
curiosity, but also nature’s hint at an inevitable necessity. As long as
the power of communication of thought is one of the most important
pillars of human society, it will be necessary from time to time to
renew the sources out of which the means for such communication
can be gained. The means for the communication of thought consist of
a selection of significant information out of a defined field of original
disorder. As soon as this field is fully organized, it cannot yield any
more information and thus becomes useless for the generation of
communicative means. Established means can be used for the re-
peated communication of established thought, but, for the communi-
cation of a new rhought it is necessary to generate new means, A new
thought is naturally, therefore, always in search of a chaos containing
an information potential which would render a particular choice of
order significant for this particular new thought.

If a system in a situation of total disorder is said to possess a high
information content, this usually means that a great number of differ-
ent possibilities for partial or total organization of the elements or
events, in this system, are offered for choice. By making a choice, man
extracts information from the system. In order that his choice may be
significant and the information carry a meaning, however, the relation-
ship between the chosen and the eliminated possibilities must be
perceived.

When a chaos is first attacked by an attempt at organization, it is
obvious, therefore, that the information gained will carry very little £
meaning because too little is known about the other possibilities
inherent in the chaos. The significance of first choices can thus not be
appreciated. This period of first attack may be called the experimen-
tal stage in the process of reducing chaos to order. Though seemingly
uncommunicative, it cannot be avoided if one wishes to attain to
higher degrees of order.

The next period could be called the speculative stage. By this time,
the quantity of information gained allows for a number of statistical
hypotheses as to the direction in which further information and the
decrease of disorder in the system might be expected to move. In
order to attach significance and meaning to the chosen possibilities at
this stage, one has to accept as communicative the relationship be-
tween information which has actually been gained, and the eliminated
possibilities which are only h:.-'l-mthetir:raﬂy assumed.
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In due course the system will find itself in a state of order in which
the quantity of information gaine& allows for a correct definition of
the whole system, even though not all the [H]HSilJilit:iL‘S of organization
have been applied. Speculation gradually is repluc'ud b}' variation,
This period could be called the reflective stage. Communication be-
comes easier while the store of information runs low. Further attempts
at yet untried possibilities of organization tend to result in repeated
significance and meaning, demonstrating, thus, the decline in useful-
ness of the system as a source for the means of communication of new
thought.

The transition to the final, the administrative stage, during which a
system is totally organized, is an almost unnoticeable process. This is
due to the fact that the now wholly communicative system at the same
time becomes wholly uninformative. Therefore, the information that a
system is dead, can only come from another system which is in a
higher state of disorder. .

Most systems, as they are found in nature, possess an information
content which is so enormous that it usually takes thousands of vears
of human endeavor to show a noticeable decrease of disorder, Thus an
enormous quantity of information must be extracted before the experi-
mental stage is passed and the speculative stage, the first communica-
tive period, may be reached. Out of its need for means of thought
communication, the human mind has invented a very effective short
cut: using its own assumed limits and conditions as a standard, the
human mind conceives of artificially limited and conditioned systems.
An artificially limited system reduces, by a priori chnEtio;‘ts, the
quantity of the elements and events that are offered for choice. A
conditioned system reduces, by artificial conditions, the quantity of
possible ways of organizing the elements and events in a system. The
information potential of artificial systems is expected to be Tower than
that of natural, physical, or universal systems, The limits and condi-
tions by which the human mind, at a given moment, defines the
artificial svstem through which communication of thought should
become possible, reflect on the limits and conditions thwhich the
human mind defines itself at any given moment of its P;ﬂﬁrpsg from
chaos to order,

The success of every human attempt at the presentation and the
communication of a new thought depends on whether a system is
found in which the nature of the elements or events in disorder has
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some bearing on, or affinity with, the nature of the new thought. Not
every system will serve all endeavors, It is, furthermore, of utmost
importance that the information content of the chosen system does not
surpass the limits of presumable future human insight. As a matter of
fact, one can say that an essential part of a new thought is the
specification of the possible systems in which it proposes to become
communicable. Equally, one can deduce from a chosen system some
specifications of the thoughts which might be proposed.

A large-scale investigation of the nature of dependence between
artificial systems and the human mind would throw light on both.

At least two considerations suggest that such investigation should
be conducted with the assistance of computers: (1) limits and condi-
tions are categories which can be expressed in computer programming
—the time-saving capacity of the computers could thus be exploited to
the full; (2) whereas the human mind, conscious of its conceived
purpose, approaches even an artificial system with a selective attitude
and so becomes aware of only the preconceived implications of the
system, the computers would show the total of the available content.
Revealing far more than only the tendencies of the human mind, this
nonselective picture of the mind-created system should prove to be of
significant importance. It should also be of interest to those engaged
in research dealing with the duplication, through electronic devices,
of the Functions of the human mind.

The research project, meant as a contribution to the pursuance of
this aim, would consist of numerous experiments, and should allow for 1
comparative studies of three different but, under the set conditions, L
J!]t{,rd?p.endent systems: (a) acoustical elements and events; (b) the
composer’s mind; and (¢) the organization potential of digital and
analog computers,

If the organization of a system in disorder is attempted with the aim
to know all about the system and to render this information commun-
icable, then it may be {Gnﬂdpmd a scientific project. Here the system
offers not only the means, but also the contents of communication. It
speaks for and about itself.

If, on the other hand, this attempt is made in order to mobilize
means for the communication of thoughts which transcend the defini-
tion of the system, then it may be considered a creative project. Here
the system offers the means but not the contents of communication, It

speaks for, but not about, itself.
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All the sciences and all the arts progress in time by way of attacking
various systems in various states of disorder with a strategy of interde-
pendence between scientific and creative projects,

Both science and philosophy have suggested that the experience of
time as an irreversible dimension of movement might be the sensual
awareness of a continuous and irreversible replacement of chaos by
order, and that, as the beginning of time was total chaos, total order
would then be the end of time.

If one uses the terms previously established in this outline, the
meaning of the word music could be defined as follows:

Music is the result of a continuous attempt to reduce to order the
assumed chaos in the system of acoustical elements and events, with
the purpose of mobilizing means for the communication of thoughts
which transcend the definition of the system [a creative project].

These thoughts, consequently called musical thoughts, are the result
of a continuous attempt to organize a system, called COMposer's mind,
with the aim to know all about the system, and to render the extracted
information communicable [a scientific project].

In order to conquer, eventually, the vastness of their respective
objects, both attempts have to emplov the strategy of probing stepwise
into the disordered unknown, with the help of artificial systems. For
music, the artificial system always consists of a more or less deliber-
ately defined excerpt out of the total mass of possible acoustical
elements and events. For musical thought, the artificial system consists
of a more or less deliberately defined excerpt from the total mass of
possible ideas and idea combinations in the composer’s mind.

The history of music and of musical thought is the story of such
artificial systems, their inception, bloom, and decline, their absorption
or replacement by other artificial systems. At the same time, it is a
report on the apparent or real progress in reducing to order the chaos
in the natural universal system of acoustical elements and events as
well as that of the composer’s mind.

The idea of composing music, of organizing acoustical events in
time with the intent of giving to this time a meaningful variety of

movements, is only one of the innumerable attempts of the human
mind to repeat, in ever-new ways, the old enjoyable feat of creating
order out of chaos, Recent developments in the field of musical
composition have shown that the limited and conditioned system of
acoustical elements and events, considered musical material for sev-

eral hundred years, has now entered the administrative stage, where
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all further possible permutations will no longer possess any new
meaning. The degree to which contemporary Composers are oon-
sciously aware of this fact may vary widely. But equally widely varied
are the signs giving evident proof for the growth of at least an
intuitive suspicion that the system of well-tempered pitches, harmonic
spectrums, and harmonic time Ejeriﬂ{lizntinn has had its {]Ft}’, and has
now become so thoroughly organized that nothing unheard and un-
thought of could possibly find, therein, its communicative equivalent,
Research in synthetic sound l}rn{]uctinn by electronic means, as well
as the sudden emancipation of percussive instruments in contempo-
rarv music, the experiments with random and statistical score and
interpretation, as well as the rapid modernization of popular music—
all these are phenomena accompanying the decline of an exhausted
system, and indicating the tentative inception of a new one. A further
symptom of this state of affairs may be seen in the fact that the term
new, which was a word of praise in the musical society of the
eighteenth century, now has completely lost its flavor of aesthetical
approval, and has adopted instead a connotation of reserved toler-
ance, implying that the experiment is with the listener, and not with
the music, This metamorphosis (within such a word’s meaning and
social function ) shows that comfort is found where everything except
a new idea communicates easily, and that fear is felt where a new
thought might destroy that comfort.

It is more than probable that observations of this kind, though made
in the field of music, should also bear witness to certain more general
attindinal trends in our present-day society. In some way which
ought to be investigated and interpreted with infinite care, such
observations undoubtedly reflect many aspects of the situation in
‘i'.']'liE]'l the human mind jindg itself jl:st now. Once the SingiﬁEﬂl‘lr.‘_‘E of
observations made in a specific field is understood, information on the
more general system, which made the observations, will have been
gained.

The human mind, out of its desire to know itself, creates artificial
systems in order to render this knowledge communicable. If the
artificial system in which music was understood is now to be replaced
by another or larger artificial system, then it should be of great
interest to observe how the human mind meets the demands which it
poses. To this end, it is necessary to keep track not only of the results
—that is, the music—but also to analyze, to register, and to store for
further reference each moment of the working composer’s mind. If the
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composer would have to program each of his ideas for a computer
system, he would have to define as accurately as possible what he is
looking for. It is to be expected that the computer system will respond
with far greater a quantity of propositions answering the definition
than the composer’s mind alone is either conscious of, or able to
imagine. At the same time, it would provide for an exact, step-by-step
record of all the proceedings between initial definition and final
choice. The composer’s choice from the computer’s propositions would
still remain a highly personal decision, but would be taken in a field
which is not limited by the prejudicial boundaries of the choosing
person’s imagination.

My contention is that the understanding of the human mind, which
goes into the creation of music, will sooner or later communicate to
the listener of music. The more valid the initial understanding proves
to be, the more the function of music in society will become of
importance and of consequence. All music that today is called beauti-
ful, moving, or entertaining, once was the acute representation of a
then contemporary vision of truth in the human mind. In order that
the music of our day may add beauty, emotion, and entertainment to
future times, we should compase it to represent and to be congruent
to our contemporary vision of truth in the human mind. So that
the search for this vision be a conscientious one, all that the human
mind has created up to this day ought to be mobilized. None of its
achievements, be they rational or irrational, be they knowledge or
speculation, theory or practice, fantastic intuition or technological
construction, should be excluded or even neglected, as long as the
search goes on.

Since this project was written down, it has been clearly shown, here
as well as elsewhere, that a system of analog and digii:a] computers
will indeed assist a composer in his attempt at creating music of
contemporary relevance and significance, and also in his research on
the meaning of these words. The more the composer works with
computers, the more he avoids using the equipment as a glorified
typewriter, and the more he has it assist him in mental rather than
menial work, This development is reflected in some of the concepts
through which the composer sees the computer, and by which he is
influenced in his choice of procedures, and in the procedures them-
selves. As soon as the composer recognizes the computer as a very



From Musical Ideas to Computers and Back as

large and semantically uncommitted system which can adopt any one
of the states that its elements and their number allow, he also recog-
nizes how this is an invitation to use this large controllable system as a
psendouniverse in which smaller, artificially limited and conditioned
subsystems can be simulated, so that their behavior and structural
properties may be registered, recorded, and studied. There are, basi-
cally, two ways in which one can accept the invitation. The compos-
er's program may instruct the computer system to simulate a specified
subsystem, to operate on it according to specified rules, and to print
out (in a convenient, specified code) the resulting states of the
subsystem. It largely depends on the specified rules whether the result
is predictable or not, whether it represents, unmistakably, the stipu-
lated subsystem and not any other one, whether, as a documentary of
the total or implied exploitation of the stipu]ated subsystem, it shows
all the characteristics significant for the composer’s intentions, or
some, or more, or none. The other way would be that the composer’s
program defines an initial and a final state of the computer system,
and a set of rules, and then instructs the computer system to find and
simulate that subsystem, in which these rules will generate an uninter-
rupted chain of states between the initial and the final state stipulated.
Here it will depend on the specified rules whether more than just one
subsystem can be found, whether the resultant chain will present a
mere record of counting, an exercise in scales, an inventory, or that
highly complex progression, facing which the experience of disorder
happily meets the knowledge of order.

For some time now it has become possible to use a combination of
analog and digital computers and converters for the analysis and
synthesis of sound. As such a system will store or transmit information
at the rate of 4o,000 samples per second, even the most complex
waveforms in the audio-frequency range can be scanned and regis-
tered or be recorded on audio tape. This not only renders possible the
most accurate observation of the nature of sound, but it also allows, at
last, the composition of timbre, instead of with timbre. In a sense, one
may call it the continuation of much which has been done in the
electronic-music studio, only on a different scale, The composer has
the possibility of extending his compositional control down to ele-
ments of sound lasting 1,/20,000 of a second. ‘

Thus one can say that, potentially, the computer system 1s a verly
close approximation to a universal sound synthesizer. If every sound is
equally available on order, no particular one carries any significance
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by itself. The composer is faced with the problem of how to restrain
the availability of sounds noticeably enough and how to make percep-
tible the range out of which, with various probabilities, a limited
number of constellations may be selected for actual appearance, so
that each choice attaches that significance to the chosen object which
the composer intends it to carry. The composer, having all at his
disposal, has to create and to define the subsystem in which he wants
his musical idea to expand into a musical event. He has to leam how
to think in systems, how to translate ideas and thoughts into network
systems of interlocking and mutually conditioning instructions, state-
ments, stipulations and equations, At the same time he will have to
open his eyes and ears to the system ruling his social environment, in
order to become conscious of the role which his artificially created
systems play in that environment, Whether they happen to simulate
by affirmative analogy, and by artistic innocence, those ruling systems
he actually means to oppose and to criticize, or whether they simulate,
still by analogy, and maybe ahead of time, that which he hopes for.
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Ethics and Esthetics of

Computer Composition

by GERALD STRANG

Fifty years ago, the advent of the computer in musical composition
would have raised a variety of ethical and esthetic problems. Like any
nontraditional instrument, it would have been considered somehow
illegitimate, and its employment vaguely immoral. The saxophone,
electronic organ, and vibraphone in tum carried the stigmata of
illegitimacy.

Similarly, the innovations of Schoenberg, Stravinsky, and Bartok
raised questions of esthetic legitimacy. A significant break with tradi-
tion was considered both immoral and antiesthetic. The explorers
were excommunicated with the verdict: “But you cant call that
music]”

By midcentury, ethical and esthetic judgments on such matters had
almost disappeared among those who kept in touch with the newer
deﬂ:i::rpments. Amplified instruments and synthesizers are being _9-“'
cepted with little concern, except in the strongholds of conservatism
such as the symphony orchestras.

We have now witnessed what is very nearly a reversal. Traditional-
ism is looked on as not quite respectable, and employment of the most
recent technolugicnl innovations implies, in itself, a degree of merit
regardless of the musical vehicle.

The computer as a sound synthesizer, as pioneered by John R
Pierce and Max V. Mathews, offers no unique problems in the permis-
sive atmosphere of the sixties. An enormously complex and versatile
instrument, it can be accepted as readily as other new instruments.
The mathematical basis of its operation, including the use of numbers
instead of notes to communicate the mmpascr's intentions, makes
many composers uncomfortable. Performers are disturbed (as they




38 The Computer and Music

have been by the entire development of tape music) because they see
the art of interpretation and performance threatened. The composer
(with the aid of engineers and programmers) can now produce a
definitive performance without employing a single union musician.
The union can be forgiven if the elimination of performers appears
immoral to its leaders.

A valid esthetic problem is raised, however, by the “definitive tape”
which is the end product of electronic and computer music. Each
rendition must by definition be an exact duplicate of every other
(except for distortions introduced by the equipment and the acousti-
cal environment ). The revitalization of the composition through mani-
fold slight changes in successive “interpretations” is no longer availa-
ble unless live performance is combined with tape reproduction.

We have been partly conditioned to accept this state of affairs by
the ossification of interpretation in recorded music. The Bruno Walter
and the Toscanini versions may differ, but the recorded version of
each is just as unchangeable as the electronic composition. Perhaps
the electronic composer should issue a number of differing versions of
his masterpiece to provide grist for the record critics.

Both ethics and esthetics are normative disciplines. They involve
judgments of a comparative nature, and they imply standards on
which judgments can be based. Absolute standards and criteria are
out of fashion these days, but even relativism requires some form of
rating or evaluation such that one phenomenon is judged “better” or
“more significant” or otherwise superior to another,

Translated into active terms, if the composer accepts any esthetic or
ethical responsibility at all, there should be some “oughts.” Such terms
as good, bad, better, worse, acceptable, unacceptable should have
meaning and should influence behavior,

Computer composition, when it goes beyond the instrumental—
when the computer is allowed to assume some of the compositional
functions and processes—raises some issues calling for the examina-
tion of the “oughts.”

Traditionally, the composer is responsible for every note, nuance,
and detail of his composition. It has been considered somehow not
quite proper to allow any other hand to participate. Of course, in the
modern mixed media (radio, television, movies), orchestrators have
been allowed to fill in detail and arrangers have elaborated other
composers’ music. Such delegation of detail work, under the direction
of the principal artist, goes back into the misty past in painting and
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sculpture. But the decisions (at least the main ones) are the responsi-
bility of the artist. And the delegations were always to other men, not
to machines.

The computer differs from other instrumentalities in that it can,
when properly programmed, make choices and decisions at any level
and to any degree desired. The ethical question, in its simplest form,
is: What choices and decisions ought the composer to delegate to the
computer?

The corresponding esthetic question is: What elements of decision
making must the composer reserve to make sure that hiuman psycho-
logical and esthetic values prevail? If computers made music for other
computers, who knows what esthetic values might apply?

The computer may take over microprocesses without stirring any
misgivings. It may caleulate the shapes of wave-forms and endlessly
repeat them at the desired frequencies for the necessary period of
time. It may add the successive instantaneous values of a number of
interacting lines or sonorities to produce composites. It may impose
sudden or systematic changes (at the composer’s direction) to create
dynamic changes, accents, and tempo changes. It may repeat patterns
at any level with parameter changes which produce variations. It may
carry out the combinations and permutations of a number of interact-
ing patterns,

In short, the mechanical and repetitive aspects of composition may
be delegated to the computer. No problems arise as long as the
composer makes the determining choices, defines the processes, and
issues the instructions.

But inevitably, the composer, with so powerful a tool at his disposal,
is tempted to transfer major choices and decisions to the computer. It
is cumbersome and complicated to specify all the necessary parame-
ters for each musical event. Composers are accustomed to leaving far
more than they realize to the discretion of the performer. A hint, a
Suggestion, or an example is enough to suggest to a talented performer
how he should execute a whole series of related events. A carry-over
factor can be built into a computer program, but it lacks the taste and
discretion that can be expected from the human performer. Either a
complex system of conditional tests and decisions must be pmvided, ar
the computer must be programmed to make an arbitrary, that is,
tandom, choice. But the completely random choices are contrary to a
fundamental esthetic principal—that art is a planned and organized
Presentation of related stimuli. The concepts of form, structure, and
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unity as esthetic criteria leave very little room for random elements.'

A truly random occurrence is, of course, scarcely thinkable in
relation to a computer. It will select from a so-called random number
table, or will carry out a simple mathematical process which is un-
likely to produce a repetition in a very long series of numbers, but to
the degree that repetition is suppressed, a nonrandom condition is
imposed.

The composer finds himself in a dilemma with both ethical and
esthetic overtones. Has he the right to leave any musical decision to
chance? May he leave minor matters to chance if he controls the
important ones? If so, what constitutes a minor matter?

Composing includes a good deal of trial and error. Acceptance or
rejection of the result requires an esthetic judgment on the part of the
composer. Sometimes the composer arrives at the solution of a compo-
sitional problem “accidentally,” by “inspiration.” Nobody knows how
much subconscious logic enters into these cases. That they are chance
occurrences is, however, very doubtful. They are probably inevitable
results of the thought processes of the composer who is immersed in
his material and his hypotheses for using and organizing it.

This semirational, disorderly “stewing over” the material appears to
be an essentially human characteristic. The evaluation of the products
of random processes seems to be a responsibility which the composer
cannot avoid.

But the computer can be programmed to eliminate random events
which the composer knows in advance he will reject. Thus the com-
poser may permit random choices within a set (for example, the
tempered scale or a twelve-tone series). He may further impose
rejection criteria based on previous choices, or intreduce controls
based on probabilities ( for example, Hiller’s stochastic methods ).

He may impose limits between which random choices may be made
(for example, pitch choices within a predetermined bandwidth). He
may permit limited random variation within a range about a central
value (for example, irregular variation of a vibrato rate or a tempo ).

In all such cases, limits are set and processes determined by the
compaoser. The computer’s “free choice” is narrowly circumseribed.

‘I am well aware that these criteria have been and are being challenged and
that the aleatory is being absorbed into art at an increasing rate. I am not in-
terested in arguing for esthetic verities but only in identifying esthetic problems.
The possible abandonment of such eriteria is itself a serious problem, In our indi-
vidualistic art world, each composer must seek his own { hopefully consistent)
esthetic system,
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The main esthetic judgments are made by the composer, either in
setting the conditions, or in evaluating the result. He formulates the
criteria, and he retains the power of rejection.

As the computer becomes a more familiar and more widely used
tool, there will have to be a great deal of experimentation to find out
“what would happen if. . . . 7" Acceptance or rejection must remain
the responsibility of the composer.

More sophisticated programming may make it possible to set up
hierarchies of conditions such that the computer may simulate more
closely the esthetic choices of a particular composer. The composer
then recedes a step in the decision-making process. Instead of making
each decision at every level, he specifies the conditions and criteria
which determine the decisions.

No matter how far-reaching the computer’s participation in the
compositional process, it remains the agent. The computer does not
compose; it carries out instructions. Though its part in the process
may increase significantly, the computer as composer must be consid-
ered a mirage. Nevertheless, it may, before the end of the century,
tevolutionize music as no previous technological advance has done,
without modifying very much the human responsibility for ethical and
esthetic judgments.




e CHAPTER IV

Music Composed with Computers—
A Historical Survey

by LEJAREN HILLER

This article will review progress in the use of electronic digital com-
puters for composing music, including the preparation not only of
substantial scores, but also of compositional tests and experiments
carried out in conjunction with analvtical studies. Detailed explana-
tions, however, or criticism of the various research or r_umpﬂsitiurlﬂl
projects described here will not be included, since the primary pur-
pose of this article is documentation.

Computers are basically data-processing devices, even though they
can perform certain rather sophisticated operations upon data. In
essence, computers accept instructions and data by means of input
mechanisms; they then do something with these data; and, finally,
they return results to the user of the computer. It is convenient,
therefore, to divide musical applications of computers into four princi-
pal subdivisions as follows: (1) systems for input-output, storage, and
sorting of musical data, (2) musicological and analytical studies, (3)
compaosition with computers, and ( 4) sound analysis and synthesis.
The subject here, then, is the third of these, but where overlapping
with other kinds of applications occurs, an effort has been made to be
inclusive rather than exclusive.

Some sort of comprehensive survey and bibliography concerned
with the use of computers in the field of music is now urgently
needed. At present, the most ambitious of such projects is being
carried out at Queens College by Barry Brook in collaboration with
Gary Berlind Brook and Berlind have programmed a computer to
compile a bibliography of publications on all types of computer

'B. Brook and G. Berlind,

"Writings on the Uses of Computers in Music,”
College Music, 1 (1g67), 143,
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applications to music. It is their purpose to keep this bibliography
updated by constantly augmenting and systematically revising it as
new works are reported.

Other efforts to provide bibliographies or reviews of musical appli-
cations of digital computers have been few in number. For example,
during 1962, Michael Kassler, then a graduate student at Princeton
University, started to compile such a bibliography, but this collection
of material remains vet to be organized.” William Gale of Stamford,
Connecticut, at one time apparently had the same idea, but it is not
known what he has done with the materials he collected.” Ann Basart's
bihliugmph}‘ of serial music contains some literature references on
computer music.' And two books on experimental music that appeared
some years ago provide substantial surveys of such topics as electronic
music, electronic music instruments, and many related subjects includ-
ing, to some extent, computer music. The first book, by Abraham
Moles, is primarily technically oriented and incorporates some mate-
rial on musical uses of electronic computers, either actual or poten-
tial* The second book, by F. K. Prieberg,” is a carefully documented
historical survey of experimental music up through about 1960, includ-
ing a few pages on computer music. It is an extension of an earlier
volume by Pricberg concerned with the impact on music of twen-
tieth-century technology.” In 1962 I wrote a technical report deserib-
ing progress in experimental music in Europe.” One of its chapters was
concerned with music applications of digital computers and was a first
effort to bring up to date portions of a book called Experimental
Music published by Leonard Isaacson and myself in 1959.° Although
this book was primarily an account of our own experiments to produce

* Letter from M. Kassler, July 20, 1962

g;l-etiﬂs from W. Gale, July 23, 1961, Aug. 29, 1962, Dec. 14, 1962, Sept. 4,
1963,

‘A P. Basart, Serial Music: A Classified Bibliography of Writings on Twelve-
Tone and Electronic Music, Berkelev, University of California Press, 1g61. =

*For computer music, see A. A. Moles, Musiques expérimentales, Paris, Editions
da Cercle d’Art Contemporain, 1960, pp. 78-8g.
B:lfm computer music, see F. K. Prieberg, Musica ex Muching,

tlin, Ullstein, 1960, pp. 103-106.

'PK P‘rieh.-:rg?ﬁ.‘?fui:ii c.l‘z.?}echm’sthﬁﬂ Zeitalters, Zurich, Atlantic, _195'5. .

2 P Hiller, Jr, “Report on Contemporary Experimental Musm,. 1961,
Technical Report No. 4, Experimental Music Studio, University of Hlinois, June,
1962 Part V of this report is on computers and music. “

*L.A Hiller, Jr., and L. M. Isaacson, E;_perimaﬂtui Music, New York, MeGraw-
Hill Book (o, 1959

Frankfurt and
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our llliac Suite for String Quartet, it also included some description of
other studies in computer applications in music then known to us.
Before presenting the material developed since 1959, these earlier
experiments need to be reviewed, together with any significant exten-
sions derived from them,

Older Experiments

The four experiments in computer music composition described in
1959 involved the following propositions: (1) a suggestion by R. C.
Pinkerton that computers might be used to write simple melodies
utilizing probability tables; ** (2) the generation with a Datatron
computer of a tune called Push-Button Bertha by M. Klein and D.
Bolitho; ™ (3) the generation of simple hymn tunes by Brooks, Hop-
kins, Neumann, and Wright; “ and (4) a report that Mozart’s Dice
Game composition had been programmed for a computer by D. A.
Caplin.

Pinkerton analyzed a sample of 39 nursery tunes for first-order and
second-order transition probabilities, taking measure position into ac-
count. He then set up a simple “banal tunemaker” for the generation
of new nursery tunes by means of binary choices—in effect, by fip-
ping coins, He did this by reducing the large set of all possible
outcomes for each successive choice to a binary choice between the
two most probable outcomes, with all other possible outcomes being
assigned probabilities equal to zero. Pinkerton found that his “banal
tunemaker” was about 63 per cent redundant because of this binary
choice restriction. This compared rather poorly with the value of g per
cent for the first-order redundancy of the analyzed tunes. Pinkerton
showed a typical tune generated by this banal tunemaker in an
illustration in his article. He further suggested that an electronic
computer could be used for tune synthesis more effectively than his
imaginary banal tunemaker. No published evidence has been found
that Pinkerton followed up his initial experiments. However, accord-

2 Ibid., pp. 55-57.

 R. C. Pinkerton, “Information Theory and Melody,” Sci. American, 194 ( Feb.,
1956), 77.

1 “Syncopation by Automation,” Data from ElectroData, ElectroData Division
of Burroughs Corp., Pasedena, Calif, (Aug., 1056), PP 2-3.

** F. P. Brooks, Jr., A. L. Hopkins, Jr., P. G. Neumann, and W, V. Wright, “An
Experiment in Musical Composition,” IRE Trans. on Electronic Computers, EC-8
(1957), 175; F. P, Brooks, Jr. "Correction,” ibid, EC-7 (1958}, 6o.
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ing to Joel Cohen," J. Sowa * constructed “A Machine to Compose
Music” based on Pinkerton's ideas. He used a somewhat more complex
net than Pinkerton's and based it on his own analysis of simple piano
music. Although working it out on his machine was a slower process
than carrying out the same computations on paper, it did incorporate
at least some notion of computer processing.

Pinkerton's article in Scientific American describing his project pro-
voked several letters to the editor. For example, ]. R. Pierce," noted
that “]. J. Coupling has discovered stochastic composition of music in
an article ‘Science for Art's Sake’ in Astounding Science Fiction, for
November, 1g50.” (Actually, ]. ]. Coupling is a pen name used by
Pierce when he writes science fiction.) Pierce, who is at Bell Tele-
phone Laboratories, has himself been interested in compositional
processes involving chance and stochastic Sequences ( see below ).

A much more sophisticated device than the Pinkerton-Sowa type of
“composing machine” was described by Olson and Belar in an article
published in 1g61." Actually, Olson and Belar built their machine
about ten years previous to this, so it antedates just about all the work
described in this article. Their machine was not a computer except in
the most limited sense. It might be said to produce a kind of “precom-
puter” machine-composed music. Since it also incorporated a sound-
generating system, it was in part a simple prototype of the two later
RCA Electronic Music Synthesizers which are described by Olson and
his collaborators in other articles.™

The Olson-Belar “composing machine,” as described, consists first of
two random-number generators that employ both free-running and
bistable multivibrators (square-wave generators) as their sources of
random digits. Since these are operated at quite different orders
of magnitude with respect to frequency, it is essentially a matter of

"*J. E. Cohen, “Information Theory and Music,” Behavioral Science, 7 (196a),
117,
*]. Sowa, “A Machine to Compose Music,” manufactured by Oliver Caﬂ_’wld
Co,, Inc., New York, 1956, T believe that this is the same item that was advertised
% & "special” system realizable with the “Geniac, the Electronic Brain Construc-
tion Kit" This is a science kit offered for sale to home sclence enthusiasts.

“J. R. Pierce, Letter to the Editor, Sei. American, 194 (Apr., 1958), 18.

Y H. F. Olson and H. Belar, “Aid to Music Composition Employing a Random
th“-bili-l}' System,” J. Acoust. Soc. Am., 33 (1961}, 1163,

“H. F. Olson and H. Belar, “Electronic Music Synthesizer,” J. Acoust. Sm.:'
Am,, 27 .“955:,' sos; H. F. Olson, H. Belar, and ;1 Timmens, “Electronic Music

Synthesis,” ibid., 32 (1960, 311.
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chance when the free-running multivibrator shifts its polarity with
respect to wave form in relation to the bistable multivibrator. These
units are then coupled to a master control and read-out system that
permits (a) coded information to be entered into the device, (b)
weighted probabilities to be assigned to the control of pitch and
thythm components of the “composition” being generated, and (e¢)
sound output to be produced. The master control system is an electro-
mechanical device, essentially a rotary stepping switch and a set of
relay trees. The stepping switch is controlled by the rhythm generator
and the relay trees by the random-number generators. The relay tree
in turn determines what pitch is chosen. All this is directed to a simple
sound-synthesizing system that produces sawtooth-wave output sounds.

As input information, Olson and Belar obtained Brst-, second-, and
third-order frequency counts of pitches found in eleven Stephen
Foster tunes. All these eleven tunes were transposed to D major, s0
that the scale which results covers the diatonic range from B; to Es,
plus G, which occurs several times as an accidental. Relative fre-
quencies of pitch occurrence were thus based on a set of twelve
pitches. Second- and third-order transition probabilities, however,
were reduced to a bhase-16 system, because the relay trees in the
machine were limited to four bits. In their article Olson and Belar
reproduced one of the synthesized Stephen Foster tunes produced
with this device,

Klein and Bolitho apparently have not initiated any further at-
tempts to compose computer music, so theirs was also no more than a
single effort. Push-Button Bertha is printed in the company publica-
tion referred to above. Other than in newspaper accounts,' this work
is mentioned only in an article by Klein himself,” which is based on a
speech Klein gave at an A.C.M. Convention in Los Angeles in 1g56.

The work of Brooks, Hopkins, Neumann, and Wright is somewhat
more substantial than the above efforts because it was a serious, if
limited, effort to assess the applicability of stochastic models in both
the analysis and synthesis of simple music. These authors carried out a
statistical analysis of 37 hymn tunes up to an eighth-order approxima-
tion. The various transition frequencies so obtained were then used to
obtain tables of transition probabilities for synthesizing new tunes.

1 For example, The New York Times, June 5, 1956; Anon,, “The First Ballad
thi:: Composed by a Computer,” Fnternational Musician, 55 (Aug., 1956), 21,
M. L. Klein, “Uncommon Uses for Common Digital Computers,” Instruments
and Automation, 30 (1957}, 251 :
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Certain constraints were also imposed such as requiring that all tunes
be in C major and in common meter, that the thythmie patterns
conform to the patterns of the original tunes, that the note durations
be eighth notes or larger in conformity with the original sample, and
that all tunes end on a dotted half note. These authors used basically
the same generating process that was employed for the Illiac Suite;
namely, they first generated random integers, then screened these for
acceptance or rejection according to the probabilities in force, and
finally provided a “try-again routine” for permitting the computer to
rewrite unaccepta ble p:ls.-.sages,

These authors predicted three types of results, all of which were
confirmed:

(a) If the order of synthesis is too low, it results in note se-
quences not contained in and not typical of the sample
analyzed.

(b) If the order of synthesis is too high, it results in excessive
duplication, in whole or in part, of the original sample.

() Between these bwo extremes, synthesis results in tunes
which are recognizably members of the class from which the
sample was drawn,

The best level of synthesis seemed to be around sixth order, which is
i general ﬂE.Tl"-‘IUL’ﬁt with results of work carried out several years
ago at the University of Illinois by R. A. Baker.” Baker’s analysis of
selected passages of music by Haydn, Mozart, and Beethoven indi-
tates that a somewhat lower (fourth- to fifth-order) order of analysis
and synthesis may be sufficient if a simple enough stochastic model is
employed. :

Since the original publication of this experiment, another article
I;Iimlsﬁing the same work has been published by Neumann and Schap-
Pert.™ This article is based on a lecture given in Essen in 1958 by
Schappert who is presently located at the Institut fiir Pratische Mathe-
matik at the Technische Hochschule in Darmstadt, Germany. :

Finally, with regard to the programming of Mozart's M u-l'.iikﬂf”ﬂflm
Wiirfelspiel, K.Anh.2g4d, D. A. Caplin described his experiments in
%ome detail in a letter to the author in 1g60. This work dates back to
1955, 50 it ranks among the earliest attempts at computer composition.

MRA Baker, "A Statistical Analysis of the Harmonic Practice of the 18th and
1gth CE“TUF'U‘*," DM.A. Dissertation, University of IMinois, 1963

*P. C, Neursann and H. Schappert, “Komponieren mit Elektronischen Rechen-
Whomiaten,” Nachrichte Technische Z., 8 (1959). 403.
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From his description, it appears that his experiments were aimed at
something more than a solution to the Mozart Dice Game alone:

The Mozart Dice Game was originally programmed for the Ferranti
Mark computer which had a “hoot” instruction on it. This meant that
we could write loops corresponding to each note of the chromatic seale
and then play tunes which were “composed.” We were then able to make
4 tape recording of the computer composing and then playing a tune. . . .
We have just rewritten this routine for the Ferranti Mercury which f
about 20 times faster and this has just been debugged. The tunes now
sound quite reasonable. Our first set of experiments bore some resemblance
to the work you have carried out. although our efforts were very much
more primitive. We took a fixed chord sequence as a harmonic base and
using more or less the same kind of rules vou quote on page 84 (of Ex-
perimental Music) we generated tunes so that notes falling on the strong
(that is, odd number) beats of the bar were selected from the notes of the
appropriate chord. Even-number crotchet and quaver pairs were selected
from tables using transitional probabilities,

We generated rhythms according to some fairly simple rules and pro-
duced (when we were lucky) rather dull tunes of the sort which one used
to hear in Victorian hotel lounges. The day after the programme first
worked, Dr. D. G, Prinz, of Ferranti, who was actually doing the detailed
coding for this routine, took some of the output to a r:*omputer conference
at Darmstadt with him and one of the tunes was hotted up by the dance
band in the hatel where he was staying and was given a warm reception at
its first performance,

This programme was never fully debugged; in particular, your melo-
dic rule No. 5. relating to stepwise motion after a meladic skip was not
always obeyed; this led to interesting, if not quite acceptable results.*

In this connection, it should be noted that there is now available a
new edition of the score of Mozart’s Dice Game composition which
contains also a brief discussion of the work by K. H. Taubert, who
edited the new publication.® The old edition,® however, is still useful
because of the way it provides cardboard squares for each measure
which can be arranged by the dice-throwing into a sequence that is
inserted into slots provided in the performance parts. Mention might
also be made here of an earlier article on this composition written by

oW A Mozart, Musikalishes Wiirfelopiol K i Schott’
Sihne, Edition 447, e Wiirfelspiel, K.Anh.2g4d, Mainz, B. Schott'’s
% ’_U; corrected and complete reference for this older publication should read:

uLI:‘% Publications of Art and Music, 141 Broadway, New York: Agent: E. E,
Gaottlieh, P.O. Box 3274, Dlympl:: Station, Beverly Hills, Calif.
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Hermann Scherchen.* Recently John Cage and the author have also
programmed Mozart's Dice Game Composition, as noted below.

Computer Music Composition at the University of Illinois

After completing the experiments that yielded the IHliac Suite,
Leonard Isaacson left the University of Illinois. In 1955, I was asked
by the university to set up an “Experimental Music Studio” that would
provide a program of research, composition, and teaching in the areas
of computer music, electronic tape music processes, and acoustics.
Over the years, this has led to the production of a substantial number
of compositions prepared with computers, as well as research in
computer sound analysis and score preparation.

A complete list of compositions composed with electronic computers
it the University of Illinois up through 1967 is given in Table IV-1.
The published literature concerning each of these pieces is reviewed
below, or a brief description of them is given so that the reader can
have some idea of what they are like.

COMPLETED COMPOSITIONS
(1) Hlliac Suite for String Quartet ( Hiller and Isaacson ). The score
of this piece was published in 1957.%" After several brief pre]imin:ar:&:'
Ieports concerning the experimentation that went into producing it,*
4 full account of its preparation appeured in the book, E.tpe‘riﬂwniﬂf
Music, referred to earlier and reviewed extensively.™ An article de-

“H. Scherchen, “Manipulation und Konzeption, 1. Mozarts "Anleitung zum
1 pomicTen  von “".l[rrflvpnnitteh zweir I:Vurh"l.' " Gravesaner Blitter, 4
1956), 3.

“L. A. Hiller, Jr., and L. M. Isaacson, Illiac Suite for String Quartet, New
Music Edition, Vol. 30, No. 3. Bryn Mawr, Pa., Theodore Presser Cc"‘. -l A
"L A Hiller, Jr., “Some Stractural Principles of Computer M'I'“"m" 2 J. .Fm'
H"Hmhg&:m' Soc., g (1956), 247 Hiller, “Musique Elrl:‘l'l::mqul'-‘l.l fiu:::
"w'i'“- Encyclopédie des Sciences Modernes, Vol. B, (-:'3"".""'"’ _Smt.:er '
Edition Kister, pp. 110-112; Hiller and L. M, Issacson, “Musical Compo-
Sition with 5 High-Speed Digital Computer,” J. Audio Eng. Soc., 6 “958&' éﬁ
*The following reviews of this book seem to be representative: G. F. Mc :"'
) Revearch, Music Ed, 7 (1059), 232; M. V. Mathews, Proc. IRE, 47 hﬂﬁm
2% E G, Richardson, Nature, 184 (1959), 1754 P- Westergaard, J R W
Tkm!._ 3 (1955), 302; N. Castinel, Chiffres-France (Jam, ek :ﬂg;”: :’Lm
Hamaping, Computing Reviews, 1 (1960), 16; D. W. Martin, J. Acoust. s
g, 20). 617, W. Meyer-Eppler, Archiv der Elektrischen L Angalt. The
é.lﬁ}r 237 T. H. O'Beimne, The Computer 1., 3 “9‘“1':"]' RO e 6 {,_:95,},

n Music ]  (1961), 61; W. P, Livant, ﬂ*"h””“’f'_{ Sﬁfﬂlae‘ ka Hudha,

1% B, Hanser, Newe Z. fiir Musik, 143 (1962 ), 147; M. Filip, Slovens
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Table IV-1. Computer musie from the University of Illinois

Composer Title

Completed compositions
(1) Lejaren Hiller and Leonarnd

Izaacson [lliac Suite for String Quartel (1957)
{2) Lejaren Hiller “The Flying Lesson” from Music far
“The Birds" (by Aristophanes) (1958)

{3) Robert Baker CSX-1 Study, for tape alone (1963)

(4) Lejaren Hiller and Robert Baker Computer Cantata, for soprano, eighteen
instruments and tape (1963)

() Herbert Briin Somariferous Loops, for five instruments
and tape (1965)

(6) John Myhill Seherzo a Tre Voce, for tape alone (1965)

{7) Herbert Briin Non-Sequitur VI, for six instruments
and tape (1966)

(R) Herbert Briin Three Pieces for Percussionists (1067)

Compositions in progress {as af December 1987)

(1) Lejaren Hiller Algorithms I, for nine instruments and
tape

{2) Lejaren Hiller An  Avalanche for Pitehman, Prima

Donna, Player Piono, Percussionist
and Prerecorded Tape

(3) John Cage and Lejaren Hiller HPSCHD, for one to seven harpsichords
and one to fifty-one tapes

(4} Salvatore Martirang Lo Dissa Dante, for orchestra *

(5) Herbert Briin I'nfraudibles, for tape alone

Student compositions

(1) Frank Moore and Michael Ranta Piece for Jazz Set (1966)

(2) Michael Ranta Algol Rhythmas (1967)

(3) James Cuomo Zetos I through Zetos 5, five composi-
tions for various groups of instru-
ments (1967)

(4) Neely Bruce Fantasy for Ten Winds, Percussion and
Tape (1967) *

* Only in part a computer-generated seore,
rived from the book was published in Scientific American.® More

recently, Sayre and Crosson published a condensation of portions of
the same book as a chapter in a book on computers and intelligence.”

8 (1964), 128 (also PP- 104 and 112 for photograph and extract from score):
P. A. Evans, Music gnd Letters, 42 {1961), 36g: K. L. Jacobs, The Music Review,
22 (1961}, 326,

": L. A, Hj_]ler, I “"Computer Music,” Sei, American, 201 (Dec., 1959), 1049,

* L. A. Hiller, Jr., and L, M. Isaacson, “Experimental Music,” in K. M. Sayre
and F. ]. Crosson, eds., The Modeling of Mind, Computers and Intelligence,
Notre Dame, Ind., University of Notre Dame Press, 1963, PP- 43-72.
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The first three movements of the Illiac Suite were playved in Urbana
in 1956. It has since been played a number of times™ and twice
recorded. The WQXR String Quintet first recorded it in a recording
session sponsored by Max Mathews of Bell Telephone Laboratories,
Une excerpt from this recording appears in a record album issued by
Bell some years ago.** Recently, a recording of a complete perform-
ance by the University of Illinois Composition String Quartet was
released by M.G.M. Records.™

The existence of the [Miae Suite, plus the growth of interest in
musical applications of electronic computers in general, has stimu-
lated the writing of numerous articles on the subject of computer
music in many types of media.” Several somewhat more extended
articles have appeared in various periodicals, including articles prima-
rily intended for students,™ for nontechnical readers * or for readers

“1n its Jan. 4, 1060, issue, Newsweek said of the Ilkae Suite: “Premiered in
Chicago, the stilted, lifeless performance aroused much curosity but not much
envy from flesh-and-blood composers.” This was, of course, not the first perform-
ince. Unfortunately, just before the concert in question, the quartet engaged to
play the Illiac Suite refused to do so, declaring it unplayable. So a tape recorder
was placed on the stage to play a tape of the 1956 performance for the assembled
mudience,

*"Music from Mathematics,” 10" LP, Bell Telephone Laboratories Record
lagaaz, 1gfio.

" “Computer Music from the University of Illinois,” 12" LP, Heliodor H/HS-
23053, 1967,

= A large number of these, such as most newspaper articles, are of little intrinsic
interest; 3 few of the more substantial are: Anon., “By the Numbers,” Musical
America, 76 (Sept., 1gs6), 13: E. Cony, “Canny Computers—Machines Write
Musie, Play Checkers, Tackle New Tasks in Industry,” Wall Strest J., Sept. 1g,
1956, 14B, 1, 13; W. E. Hansen, “This is Music,” Chicago Tribune, Apr. 12, 1959,
Magazine Section; L. A. Hiller, Jr., “Electronic and Computer Music,” St Louis
PD‘“'D’I”P&E}R May 17, 1950, Music Section; Anon., “Will & Machine Compose a
New Symphony?* The School Musician, 31 (Jan.,, 1980), 59 (a synopsis of my
atticle in Scientific American); B. Brown, “Why ‘Thinking Machines' Cannot
Think," New York Times, Feb. 19, 1961, Magarine Section. Among other things,
Mr. Brown says, “This rather ludicrous extension of the machine-brain equation
o artistic (‘l‘t!;l'-ivit}' perhaps best illustrates its limitations. No machine is ever
really ]jkﬂ'l}' to contain the artist within its electrophysics. . . .” and so on. See
2lso P. Stadlen, “When Computer Turns Composer,” Daily Telegraph (London),
Aug_ 10, 1983

“Anon., “Electronic Brain Composes at University of Illinois,” Hlinois Music
Educatar, 1 ( Sept.~Oct., 1956 ), 16; L. ]|. Forys, “Music: Mood or Math,” Notre
?u':m Tech. Rev., 14 {Jan., 1963}, 26; B. Lueck, “Synthesizing a Symphony,”

nois Technogra 3 May, 1g64), 6.

* Anon,, "1, B. ?;}i‘n;ﬁt’i 4and Si‘:phmy,” Review of Research and Reflection,
1 (1960), 45 (a review of several articles including mine in the Scientific Ameri-
“n and Leonard Meyer's article in J. Aesthetics and Art Criticism on information
theary gand music ) - B. J. Novak and C. R. Barnett, “Are Music and Science Com-
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principally interested in computer applications.” In addition, there
exist in European journals two rather thorough commentaries on the
work that produced the Illinc Suite.” Finally, as a consequence of
publicity about the Hliac Suite, in 1959, 1 received from its author a
copy of a short story, “Das Zwilftonwunder” originally published in
Switzerland in 1952." The plot of the story revolved around the idea
that a professor at an American university programmed a computer to
turn out a piece of music—actually a piece of twelve-tone music—and
won a prize with it.

(2) "The Flying Lesson” from Music for “The Birds” ( Hiller ). This
is a short piece of theater music in which phrases of a conventional
minuet in G major are played on a piano and are answered by
equivalent phrases with the same rhythm played on eight other instru-
ments. The instrumental group, however, plays random pitches gener-
ated with ILLIAC I, thus providing disorderly answers to highly
organized musical ideas, a musical paralle] to the stage action.

(3) €SX-1 Study (Baker). In 1958, Robert Baker, a graduate stu-
dent at the University of Illinois majoring in music composition and
minoring in mathematics, and 1 decided to collaborate on writing a
new composition to succeed the Illiac Swite. We first planned to
continue along the same general lines and run a series of experiments
solving specific problems in either traditional or more cxp('rimt‘ﬂtil]
composition methods. For example, we worked out a considerable
amount of How charting and even some programming details for
writing fugues. The idea at that time was to produce a second Illiac
Suite. After some thought, however, this approach was abandoned in

patible?” Music Educators J., 46 (June—July, 1960), 44; A. A, Moles, “Muzyka,
Maszyny, Kompozytor,” Ruch Muzycyzny, 6 (1g62), 1; N, Slonimsky, “Chamber
Music in America,” in W. W. Cobbett (ed. ), Cobbett's Encyclopedic Survey of
Chamber Music, and ed., Vol, 3. London, Oxford, 1963, p. 182; Slonimsky, “Mod-
ern Music: Tis Styles, Its Techniques,” in D. Ewen, The New Book af Madern
Composers, New York, Alfred A, Knopf, 1961, P- 31

ik Berkeley, The Computer Revolution, Garden City, N.Y., Doubleday,
1962, pp. 170-171; D. C. Halacy, Computers-The Machines We Think With,
New York, Harper and Row, 1962, Pp- 196-198; R, 5. Ledley, Programming and
L’ﬁlfzu'ng Digital Computers, New York, MeGraw-Hill Book ;:u., 1962, pp. 371-
375

A, Rakowski, "0 Lastosowanin Cyfrowich Maszyn Matematycznych do
Muziki," Muzyka Kwartalnik, 7 L1g62), B3; ]. Hijman, “Elektronishch Compone-
ren?"  Mens en Melodie, 16 (1962), 141, The first of these articles, by Rakowski,
discusses computer composition in light of concepts of information theory and is
thus somewhat technically oriented, ;

F. Ascher, “Das Zwolftonwinder,” Inspiré {1g52), 24,
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favor of a more generalized attack on solving problems in computer-
music composition. Progress in this direction was reported in several
successive publications,” some of which deal exclusively with compo-
sitional problems while others take up such problems as part of a
general discussion of computer applications in musie. With the objec-
tive of separating procedural logic from specific decisions governing
style and structural details, a computer-compiler program was written
in SCATRE for the IBM 7o0go computer at the University of Illinois.
This compiling program, called MUSICOMP, which is an acronym
derived from MUsic Simulator Interpreter for COMpositional Proce-
dures, accepts subroutines for various compositional problems and
thus serves as a foundation for extended investigations into computer
music compositional processes. Baker wrote a brief instruction manual
on how to use MUSICOMP * that has been expanded and revised in
loose-leaf form.® Thus far, published descriptions of MUSICOMP
have been rather limited and presented in connection with discussion
of specific compositions to be described directly below.

The C5X-1 .‘i!m.fy. written by Robert Baker, is a brief composition
for two-channel tape recorder that was intended to be a test not only
of MUSICOMP but also of a conversion subroutine within MUSI-
COMP that permits sounds to be generated by the C5X-1 digita]
computer. This latter process, devised ]}_1.' j L. Divilbiss of the Coordi-
nated Sciences Laboratory at the University of Illinois, has been
deseribed in an article published by its inventor * and in a users’
manual issued as a technical report.”” The CS8X-1 Study is a short

" L. A. Hiller, Jr-; “The Electrons Go Round and Round and Come Out Music,”
IRE Student Quarterly, 8 (Sept, 1961), 36; Hiller and R. A. Baker, "Computer
Music,” in H, Borko, ed., Computer Applications in the Behavioral Sciences, Engle-
wood Clifs, N.]., Prentice-Hall Book Co., 1962, pp. 424-451; Hiller, “Muzyczne
Zastosowanie Elektronowyeh Maszyn Cyfrowych,” Rueh Muzyeyzny, 6 ( April
1415, 1962), 11: Hiller, “Musical Application of Electronic Digital Computers,
Cravesaner Blitter, 27/28 (1962), Ba.

“H. A Baker, “MUSICOMP, MUsic-SImulator-for-COMpaositional-Procedures
for the TRM 7ogo Electronic Digital Computer,” Technical Report No. g, Univer-
sity of Tlinois Experimental Music Studio, Urbana, 1963. . .

“L. A. Hiller, Jr., and A. Leal, “Revised MUSICOMP Manual,” Technical
Report No. 13, University of Illinois Experimental Music Studio, Urbana, 1966,
{ Supplements will be issued to this report as circumstances permit. ) 3

“]. L. Divilbiss, “Heal-Time Generation of Music with a Digital Computer,
I Mugie Theary, 8 {1964 ), gg. ,

“L. A. Hiller, ], L. Divilbiss, D. Barron, H. Briin, E. Lin, “Operator’s Manual
for the "CSX.1 Music Machine,'” Technical Report No. 12, University of Illinois
Experimental Music Studio, Urbana, 1966,
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atonal work for two-channel tape based on systematic permutations of
twelve-tone material. It has been performed publicly during ﬂ’lE
course of lectures by Baker in St. Louis, by me in Darmstadt, and in
concerts given in Buffalo and Cleveland in 1964 by the Uﬂi"ﬂfij_ty of
Hlinois Contemporary Chamber Players. The only known pubhshEE
reference to it appeared in an article in the St. Louis Pust-Dispﬂtch-l

(4) Computer Cantata (Hiller and Baker), A much more ambi-
tious composition is the Computer Cantata, completed in June 1953-
This composition consists of a series of studies designed to exploit b
tew features of MUSICOMP and to check it out as far as hﬂ_ﬁlf
operation was concerned. As described in detail elsewhere.* the prin:
cipal sections of this cantats consist of five “Strophes” that emp]DJfI in
sequence five successive stochastic approximations to spoken English.
These five samples of “text,” which range from zeroth- to fourth-order
approximations, were realized in the ILLIAC 1 computer and_ were
prepared by Hultzén, Allen, and Miron.* Analogous stochastic ap-
proximations to these texts were composed, employing a sample of
music taken from Charles Ives’ Three Places in New England as the
reference material, Y

In addition, the Computer Cantata contains “Prologs” and "Epﬂﬂgf
to the various “Strophes” that deal with (a) problems of rhythmic
organization for nonpitched percussion, (b) the generation of total
serial music employing the model of Boules's Structures for Two
FPianos—Book I, and (¢) the generation of music with both linear and
vertical structure in tempered scales ranging from nine to fifteen notes
per octave., For this last study, computer sound realization with the
CSX-1 computer was again employed. The Computer Cantata was
first performed in December 1963 at the University of Illinois by an
ensemble conducted by Jack McKenzie, with Helen Hamm as SOprano

“W. F. Woo, "Learning to Appreciate Electronic Music,” St. Lowuis Posi-
Dispatch, Dec, 4, 1663, Music Section

L. A. Hiller, Ir. “Informationstheorie urd Computermusik,” Darmstidter
Peitrage zur Neuen Musik, Vol. 8, Mainz, B, Schott's Sahne. 1964, 66 pp. A brief
review of this hook js contained in F, Winckel, "Cumpuhemms[k." Musica, 19
(1965}, 45. See also Hiller and R. A, Baker, “"Computer Cantata: An Investi-
gation of Compositional Procedure,” Perspectives of New Music, 3 (1964), 62.
This article is derived from an earlier progress report: Hiller and Baker, “Com-
puter Cantata: A Study in Composition Using the University of Illinois IBM 7ogo
and CSX-1 Electranic Digital Computers,” Technical Report No. 8, University of
Mlinois Experimental Musie Studie, Urbana, 1g65,

oy X Hultzén, I. Allen, Jr., and M. 5. Miron, Tables of Transitional Frequen-
clex of English Fhonemes, Urbana, 1., l..fn:'versit:r of Mlinois Press, 1564,
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soloist, followed by additional performances soon thereafter in Ann
Arbor, Chicago, and St. Louis, Udo Kasemets briefly reviewed the Ann
Arbor performance,” and Donal |. Henahan, the former music critic
from the Chicago Daily News, has written several fairly extensive
articles based on the Chicago performance.” More recently, Peter
Yates has written descriptions of computer music that concentrate on
the Computer Cantata as an example for criticism.” The score of this
piece was published in early 1965.” A recording of a performance
of the work also appears on the disk containing the Illiac Suite
referred to earlier,®

The principal eritical reaction so far seems to center around the
question of whether the extension of the stochastic process from
zeroth- to fourth-order in the fve strophes is really apparent and
whether it is sufficient to sustain musical interest. Baker and I in-
tended to be quite objective in applying the stochastic processes, to
parallel the text closely, and to restrict controls to linear sequences
only. No cross relationships among voices were programmed for the
"Stn}phnsf nor was any attempt made to build up “hierarchical struc-
tures” of the type discussed in an earlier publication.™ We wished to
examine the musical effect of straightforward increases in order of
stochastic control, Tt is quite easy to hear this increase in organization
from “Strophe” to “Strophe,” and this is an important point, since there
is substantial interest at present in determining just how effective
stochastic processes will be in contributing to new types of musical
tommunication. It should be emphasized, however, that we had no
illusions that simple stochastic processes would be sufficient in them-
selves for generating a large body of new compositions.

(5) Sonoriferous Loops (Briin). Since Herbert Briin joined the
faculty of the University of Illinois in September 1963, one of his
principal interests has been to write compositions with the aid of

=, Kasemets, “Report from Ann Arbor,” Musical I:_'J‘rmrtr:rfr ., 50 (1964), 518,

“D. ]. Henahan, "A Punchboard Cantata,” Chicago Daily News, Mar. 4, 1964;
“Future Mozart—Will He he A.C. or D.C.?" Chicago Daily News, Mar. §, 1964
“Comments on Classics,” Downbeat, 31 (Apr. 23, 1964), 33

P, Yates, “Travels by Ford, 11, The Musical Computers at Urbana,” Arts and
Architectyre Ba { June, iD‘ﬁE‘::'- 8: P. Yates, Twentieth Century Music, New York,
Pantheon Books, 1067, pp. 18-321. :

“L. A. Hiller, Jr., and R. A. Baker, Computer Cantata (for soprane, four wind
iﬂ-‘ih'tmmﬂtﬁ, three stringed instruments, theremin, two-channel tape recorder and
ten Percussion ), Br_-,rn _\:'!nwfl Pa., Theodore Presser Co., 1g68.

""Computer Music,” Helidor H/HS-25053.

Hﬂﬂﬂﬂputﬁ'r Music,” in Borko, ed., Computer Applications.
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MUSICOMP. The first work he completed is called Sonoriferous
Loops, written for five instruments and two-channel tape.” After
several partial performances in 1964 that omitted its tape-recorder
interludes, this new computer composition was performed in its en-
tirety at the Festival of (Jnnl!umporar}' Arts ( University of Illinois) in
March 1g6s. It has since been performed a number of times both in
this country and in Europe.

Senoriferous Loops lasts about 16 minutes and is organized into
alternating sections for instrumental ensemble and tape. In the in-
strumental sections, there are parts for flute, trumpet, double bass,
percussion I (mallet instruments), and percussion Il (unpitched in-
struments }. Briin defined four parameters for each part, namely, pitch,
register, rhythmic unit, and rhythmic mode, and wrote macro orders
to govern the choices of each parameter, making use at the same time
of some of the internal library subroutines already available in MUSI-
COMP. The composition is serial in terms of pitch choices in the sense
that it uses ML.ROW, a subroutine for extracting single elements from
rows and their standard permutations. Briin used this subroutine to
obtain twelve different successive pitches and then used subroutine
SHUFFL to shuffle the row randomly before repeating this whole
process. Brin also defined probability distributions for binary choices
of rest or play and for octave registers, These are different for each
instrument and for different parts of the composition. Rhythmic
modes, that is, basic metrical patterns, and rhythmic units within
these patterns were chosen also i accord with assigned probability
distributions,

There are five successively shorter instrumental sections or “loops”
in Senoriferous Loops. The “loops” differ from one another principally
in terms of changes in the rest/play probabilities assigned to each
part. Thus, for example, the rest/play proportions for the opening
section are flute, 74 per cent; trumpet, 68 per cent; double bass, 50 per
cent; percussion I, 32 per cent; and percussion II, 26 per cent, thus
giving the flute the most prominent part. In the second instrumental
section, the trumpet predominates, and so forth. The computer gener-
ated a printout which Briin converted to an ordinary musical score to
which he then added tempi, dynamics, and playing instructions
{ pizz., sordino, staceato, and so on). :

s LI B me

* These descriptions of Briin's Pieces are based on notes recently given to me
by the composer and on program notes for the 1965 Festival of Contemporary
Arts at the University of Hlinois and for the 1565 Internationale Ferienkuese fiir
Newe Musik st Darmstadt.
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Between each of the above loops, there is inserted an interlude for
tape alone employing the method of sound synthesis involving the
CSX-1 computer already mentioned above. Three voices were gener-
ated for each interlude with defined parameters for pitch, register,
intensity, rhythmic mode, and rhythmic unit choices. Each interlude
in tum was made up ot three “phases” or combinations thereof.
Finally, Briin altered the timbres of the sound output on the tapes
produced by CSX-1 with the electronic music equipment in the Exper-
imental Music Studio at Ilinois.

\6) Scherzo a Tre Voce (Myhill), John Myhill, a member of the
University of 1llinois faculty from 1964 to 1966, is a well-known
mathematician who recently became interested in developing ideas in
musical composition and sound synthesis. His first piece of computer
music was a short composition completed in the summer of 1965. The
weore was written with the IBM-7og4 computer utilizing FORTRAN
programming ( which was carried out with the assistance of Antonio
Leal, a graduate student in mathematics), The output of the IBM-
7004 was then transferred via magnetic tape to the C5X-1 computer,
5o that the final result was generated as three square waves, The only
parameter of composition }hﬂt was deterministically controlled was
intensity, The rest were stochastically generated according to the
fn||m1.']'ng PI.-m, 2

(a) Theme: Four of eight defined “themes” were designated as “wide,”
four as “narrow.” A certain function dn(t) determined the probability that
3 wide rather than a narrow theme might be chosen ¢ seconds after the
Ex';;[rlning of the piece. Narrow themes were favored at the beginning and
end, and wide ones in the middle of the composition. The eight “themes”
consisted of eight functions of a real variable. For example, one of the
“themes” had the form, asin gf. This meant that ¢ seconds after this
“theme™ had begun, the voice which had this “theme” had a pitch o sin gt
semitones above an “axis” chosen for this particular occurrence of the
“theme.” Likewise, ¢,(t) was read to be “fast” or “slow” just as & (t) was
read to be “wide” or “narrow.” Finally, ¢.(t) was read to be “complicated”
of “simple,”

{b) Silence: The function #ult) gave the probability (for the case that ¢
Was an exact multiple of the measure length of 1.2 seconds) that a rest
Would be chosen in any given voice in the time interval from ¢ to t + 1.2
seconds. If such a rest occurred, the theme being generated in the pre-
ceding measure of that voice was resumed after the rest.

(¢) Method of Approximation: The function ¢:(t) determined the
Frﬂhab‘flit}' that the curve associated with the theme in any parﬁr:ufar
Measure and voice would be followed strictly rather than approximated by
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the nearest of six randomly chosen equal-tempered pitches. Thus, &t
was the probability of a glissando and was so set as to be greatest at the
beginning and at the end of the piece,

(d) Rhythm: ¢.(t) was the probability (given that a glissando had not
been chosen) that one of 15 periodic rhythms would be used. Again, it
was greatest near the middle of the piece. If one of these 15 was not
used, a random procedure was used to choose note lengths,

(e) Tonality: The random pitch selection method was modified so that
certain pitches would predominate in certain randomly determined sections.
These favored pitches proceeded in their order of appearance according
the cyele of fifths.5

(7) Nen-Sequitur VI (Briin). This composition, which lasts about
15 minutes, was commissioned by Radio Bremen and was first per-
formed in that city in May 1966, It is scored for flute, cello, harp,
piano, two percussion, and two-channel tape. It is also the first com-
puter composition produced at Illinois that exploits our provisional
digital-to-analog sound synthesis system.” In Non-Sequitur VI, just as
in Sonoriferous Loops, choices of musical parameters depend prima-
rily upon various probability distributions entered as data into the
computer. A principal difference, however, is that this time, compared
to what was done in programming Sonoriferous Loops, the choices
actually made in each short section of the compaosition were con-
stantly inspected in order to refine the starting distribution, When
each new section was reached, this process was repeated starting from
new initial distributions, In effect, this routine consisted of the succes-
sive refinements of the probability distributions according to the ac-
tual environment being generated.

Stmcturally, Non-Sequitur VI differs from Sonoriferous Loops in
that the tape sections overlap with the instrumental sections rather
than alternate with them. According to information provided by Briin,
“the programming of this weork mainly reflects the continuous search
for answers to two questions: (1) What is the minimal number and
power of restrictive rules that will select from randomly generated
sequences of elements that particular variety of element-concatena-
tions satisfying the conditions for either recognizable or stipulated

™ This description is based on notes given me by John Myhill.

G. R. Grossman and J w, Heanchamp, “A ‘Fmdsiun:ll Sound Generating
Program for the ILLIAC I Computer and D/A Converter,” Technical Report No.
14, University of Ilinois Experimental Music Studio, Urbana, 1466; A. B. Otis, Jr.,
“An Analog Input/Output System for the ILLIAC 11" Technical Report No. 18,

University of lllinois Experimental Music Studia, Urbana, 1967,
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‘musical’ forms and events? (2) Could a combination of stochastic
choice rules with heuristic, multivalent, decision-taking procedures
contribute an apparent ‘musical’ coherence to a chain of changes of
state in a structural system?”

Non-Sequitur VI was performed in April 1967 in Chicago by the
University of Illinois Contemporary Chamber Players with the com-
poser conducting,

(8) Three Pieces for Solo Percussionist (Briin). In 1967, Briin
produced three pieces for three percussionists as follows: {a) Plot,
written for Michael Ranta who has since performed it at Urbana,
Interlochen, Warsaw, and Paris; (b)) Touch and Go, written for Allen
O'Conner, and (c¢) Stalks and Trees and Drops and Clouds, written
for William Youhass. These last two pieces were scheduled for per-
formance in early 1968,

For each of the three pieces, Briin wrote a FORTRAN program
which produced an output tape for the CALCOMP plotter to draw a
score on transparent paper. The “notation” of these scores makes use
of a selected set of symbols already available in the CALCOMP
library | triangles, circles, lines, and so on). The “language” of the
scores is given by the distribution, size, and position of symbols on
each page of the score; in effect, each page is a plot of dynamic level
versus time. Once the performer is provided with a short introductory
explanation of the notation, he is able to perform directly from the
score. The result is a novel and interesting way of using an existing
‘omputer output system for the direct production of a score which can
be used without modification for performance. Briin is now engaged
in dew]oping a system of musical symbols that will be incorporated
into the symbol library of the CALCOMP plotter.

COMPOSITIONS IN PROGRESS

(1) Algorithms I for Nine Instruments and Tape (Hiller). Three
new related compositions are being completed, called Algorithms I, 11
and I, These are scored for flute, clarinet, bassoon, trumpet, harp,
two-channel tape, percussion, violin, cello, and double bass. Work on
these Pieces was started about two vears ago, and three articles huwz.
been written during this time that serve in part as progress reports.™

®L. A, Hiller and J. W. ﬂe.nu.'hamp, “Research in Music with Electronics,”
Science, 150 (1g65), 161; Hiller, “Programming a Computer for Musical Compo-
stion,” in ¢, Lefkoff, ed., Papers from the West Virginia University Cﬂn]fmm{e
'y C"'mPufﬂT Applications in Music, Morgantown, West Virginia University Li-
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above (the 12-tone scale being omitted from the set). Programming
up to this stage has been finished as of end of 1g67.

It is proposed next to generate for each of these scales melodic
patterns derived from an analysis of melodic structure in Mozart’s
music. Possibly this analysis may be done at least in part by statistical
techniques of the type developed by Robert Baker for analyzing the
harmonic practices of Haydn, Mozart, and Beethoven.™ In the concert
performance of HPSCHD, harpsichordists will play passages of music
derived by computer programming from Mozart's Musikalisches
Wiirfelspiel while being accompanied by the above-mentioned tapes.

(4) Lo Dissi Dante (Martirano). This is a composition for orches-
tra in four movements that will contain computer-generated materials
in its third movement and possibly elsewhere, In preparing the com-
puter materials, Martirano has worked with Joseph Mercer, a graduate
student in mathematies. They have written a FORTRAN program that
has produced pitch choices, and they are considering extending their
work to include control over rhythmic choices.®

Martirano chose a particular twelve-note row and broke it up into
four trichords. These trichords, a transposition, and two inversions of
them were then represented in the computer by a four-by-four matrix.
One property of this matrix was that any complete route through the
matrix or any quadrant of the matrix yielded a complete row. Rows
and columns of the matrix were then used to produce “solo” pitch
lines with the remaining three-by-three matrices being used simulta-
neously to produce “accompaniments” for the “solos.” This scheme
was used to generate the eighteen sections of score Martirano desired
for the third movement of the composition. In addition, other con-
straints upon pitch choices were programmed, such as, for example, a
routine for minimizing pitch redundancies of adjacent “accompani-
ment” cells. In other words, three-by-three matrices that vaide
accompanying materials in successive sections of the score were
searched and internally shuffled in such g way as to spread apart as
much as possible trichord repetitions. This program was completed
during 1967, but the complete composition is as vet unfinished.

(5) Infraudibles (Briin). This composition, intended for computer-
synthesized sounds on tape, is being produced by a FORTRAN
program run on the IBM-70g4. The computer generates data to be
converted into sounds by the ILLIAC 11 D/A system referred to

i See H. A, Baker, “A Statistical Analysis,” op. eit,

™ This description is based on notes miven me by Salvatore Martirano and
Joseph Mercer, ’
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earlier.” According to notes provided by Briin, by “substituting the
addition of periods for the modulation of frequencies, the composer is
able to extend the time and duration control he applies to the macro-
events of his compaosition also to the infrastructure of the event-forming
sounds. Thus, ‘pitch’ becomes a result of composition instead of func-
tioning as an element. The same holds true for the concept of sound
timbre. To be studied and evaluated remain the differences between
complex wave forms that are the result of instantaneous addition of
amplitudes, on the one hand, and the resultsof the periodic repetition
of sets containing sequences of different single periods on the other
hand. Both the analysis of available resultsand corresponding revisions
of the composition are in progress at present” ( December 1g67).

Briin has published lectures and articles which give reasons why he
uses computers for musical purposes.” Briin defines creative activity,
such as composing music, as involving the extraction of order out of
chaos. He says that any such processes, in practice, go through four
stages—experimental, speculative, reflective, and administrative—as
information is removed from a given system ( that is, a given musical
style). He says that the “history of music and of musical thought is the
story of . | artificial systems, their inception. bloom and decline,
their absorption or replacement by other artificial svstems. At the
same time, it is a report on the apparent or real progress in retlmring to
order the chaos in the natural universal system of acoustical elements
and events as well as that of the composer’s mind.” Briin feels that
traditional music is now in its “administrative” state and that the
inception of a new system, an “experimental” one, justifies the use of
new devices such as computers. These instruments, in tumn, will assist
greatly in providing unbiased definitions of the elements of the new
iystem,

STUDENT COMPOSITIONS

Since 1958, courses have been taught at the University of Illinois in
dcousties and electronic and computer music. A short article written in
1963 describes our course of instruction at that time.* Since then, we

8 C. R, Crossmian and J. W, Beauchamp, “A Provisional Sound G!I‘,‘nfmt_ir.!g
Program,” ap. cit,, and A, B. Otis, [r., “An Analog Input/Output System,” ap. cit.
", Briin, “Chaos and Organization,” ICA Bulletin, No. 166 | 1967 ), 8: Briin,
“On the Conditions under Which Computers Would Assist a Composer in Creat-
ng Music of Contemporary Relevance and Significance,” Proceedings 15t Ann,
Conference, Amer. Soc. University Composers, Apr. 1966, pp. 30-37. _ »
o R Hiller, Jr., “Acoustics and Electronic Music in the University Music
uriculum,” Amer. Music Teacher, 12 ( Mar—~Apr., 1963), 24.
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have further expanded the curriculum to include two two-semester
courses offered in alternate vears, “Compaosition with Tape” and
“Composition with Computers.” In the latter, student composers
(mostly fairly advanced graduate students) are introduced to
SCATRE, FORTRAN, ALGOL, and MUSICOMP to the extent that
they begin to write programs on their own and to produce computer
music compositions. A number of such pieces have been written to
date as shown in Table IV-1.

(1) Piece for Jazz Set (Moore and Ranta). This is a short study,
written in ALGOL: it contains complex rhythmic combinations and
can be performed by two percussionists on unpitched percussion in-
struments. Frank Moore had extensive programming experience with
Herbert Simon previously at Carnegie Institute of Technology. He
presently is programming MUSIC V with Max Mathews at Bell Tele-
phone Laboratories.

(2) Algol Rhythms (Ranta). Michael Ranta, who is a percussionist
himself, used an ALGOL program in writing this extended composi-
tion for solo percussionist. He performed the piece in Urbana in the
Spring of 1967 and again since then in Europe, where he is currently
living, He is presently revising the composition.

(3) Zetos 1 through Zetos 5 (Cuomo). This is a series of short
compositions for various instruments as follows: (a) Zetos 1, . . . . 4
for trumpet, violin, cello, and trombone: (b) Zetos 2, . . ., 2° for
flute, tuba, and two-channel tape; (¢) Zetos 3,. . . , 5", for five double
basses and tape, subtitled, “A Garden of Glissandi Flowers™; (d)
Zetos 4, . . . ,°, for two-channel tape, incidental music for “Waiting
for Godot”; and (e) Zetos 5+ .., 3 for a trio of diverse instruments.

Cuomo programmed all of these pieces in SCATRE and MUSI-
COMP. He has also provided the following descriptions of them:
Zetos 1, . .., 4 is a simple experiment in probability control of
density employing a seven-note scale. Zetos 2,. .., 2% based on the
jazz blues form, consists of twelve 12-measure choruses. Probability
changes are substituted for harmonic changes. Parameters so controlled
include rhythm, octave choices, timbre, density, and instrumen-
tation. The tape part was written to conform with the instrumen-
tal parts, and was prepared with our ILLIAC II system. Zetos
3 - . ., 5% is a short experiment with the use of “beats” in a very low
register. It consists of glissandi in the five parts that move from a
closely voiced microtonal structure to an open texture. Zetos 4, . . . ."
is a four-minute tape piece that can be used on an overture for Beck-
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efs play. The tape is entirely computer sound. Finally, Zetos
§o <+, 415 "an experiment in phrase generation™ for string quartet
that is not completed at this time.

(4) Fﬂﬂfﬂ!sy for 10 Winds, Percussion and Taprf { Bruce ). This is
not & computer composition in its entirety, but rather makes substan-
tial use of computer-composed materials as well as computer-gener-
ited sounds, The piece, not entirely finished at this writing, is in three
movements, Two sections of the second movement are being produced
by means of standard MUSICOMP subroutines. Pitches in these sec-
tions are being chosen according to probabilities of occurrence of the
twelve tones in the chorales “Old Hundredth” and “Now thank we all
our Cod” plaved in Bp and E, r{*spuctive]}'. Rhythms are chosen from
& set comprised of whole notes, half notes, quarter notes and quarter-
fote triplets with emphasis on the latter values to give the effect of a
march in { time. Probabilities of rest and play are also varied.

Also, in the third movement, tupup Cues are heard, ]jrf_'pi'lri‘d b}' the
ILLIAC 11 digital-to-analog conversion process. One channel of the
tape begins with the pitches of “Old Hundredth” played rapidly and
Spread over six octaves, The tape gradually becomes more ordered
uatil it ends with the tune in its correct rhythm. The other channel of
the tape does the same thing with the other chorale tune.

Other American Experiments

Important experiments in computer music composition have been
tammied out at Bell Telephone Laboratories, where John Pierce and
Max Mathews have directed a program of experimentation with com-
Puter applications in speech and music for a period now of about ten
years. Mathews has pioneered the use of computers for the direct
Beneration of speech and musical timbres by means of digitul-tﬂnanar
]_Dg converters, a research activity that has culminated with the writ-
g of the program MUSIC IV for sound synthesis designed to operate
" an [BM-70g4 computer, and a new program MUSIC V, now being
Wwritten for a more modern computer. This work, of course, is not the
Subject of the present review, although it is obvious that it is a parallel
= €qually important development. An article published several
}'E,E“ 420 by James Tenney * provides a clear description of MUSIC
Vas well o5 references to earlier publications.

Pierce and Mathews have also been quite interested in computer

il 0 o Tenney, “Sound-Generation by Means of & Digital Computer,” J. Music

T'F"mrﬂ- 7 “9:'.:3-'. 4.
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music composition as well as sound synthesis. Pierce, because of his
interest in information theory, has considered its applicability in the
arts as well as other fields. This has led him to investigate methods for
stochastic compasition and. in turn, for composition with computers.
For this reason, Pierce and his colleagues at Bell Laboratories devised
several simple techniques for the generation of various types of ele-
mentary stochastic music. These experiments are described by Pierce
i two publications.” The second of these, in particular, should be
singled out as a substantia] discussion of information theory applied to
art. Most of the results of these experiments in stochastic composition
are recorded on an LP disk referred to earlier.® None of these experi-
ments, however, are tomputer music. Some of the experiments with
MUSIC IV and with other processes developed at Bell Laboratorics,
however, are of such 4 nature that they can be said to incorporate at
least some aspects of computer composition, For example, Mathews
and Miller * haye written a short paper dcscrihing a process they call
“pitch quantizing,” This Paper discusses the question of whether it is
useful to examine 4 computationally simple algorithm to see if it has
any musical sense. g¢ opposed to programming some set of algorithms
corresponding to suceessful but traditional musical routine. Ma-
thews and Miller suggest that an approach such as theirs might be the
starting point in the development of new musical styles. “Pitch quan-
tizing,” spcn:iﬁeai]}'., generates not only well-known chords and inter-
vals contained in tonal and 12-tone ﬁ]usic, but also structures built
upon arbitrary numbers of steps in the octave or on no scale at all. At
the same time, Mathews and Miller have also devised a new graphical
notation not unlike that used by Stockhausen for his Studie Il for
handling successions of pitches of any frequencies and not just those
employing the ordinary chromatic scale. Four plots against time are
required for any voice, namely, 2bzlog, Prequenm;, loudness, duration
in beats, and duty factor (that is, staccato and legato ).

Mathews and Miller wrote 4 "quantizing algorithm” in order to
obtain some control of intervgls between voices, For example, a “Voice
2" might be quantized againgt 4 “Voice 1,” such that “"Voice 2" is
caused to shift to the nearest grd, 4th, sth, or 6th away from “Voice 1.”
ok P Vo o Mo, oo U e

b Dy o 1=274; and Pierce, Symboly, Signals and Noise, New York,

N.‘:'_.:‘ Harper and Bros., 1961, pp. 250—2f7,
" “Music from Mathematics,” Bap 122335,

M. V, Mathews and 7. E. Miller, “Pitch i : o™
J. Acoust. Soc., Am, 38 {1{9‘55]. 9134, TS s e el
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Then "Voice 1" shifts to its next pitch and the process repeats. More
generally, a voice may be quantized against several other voices using
logical “and” or “or” operations to build up tables of allowable fre-
quencies. In general, this program is somewhat like counterpoint in
that the algorithm takes two or more separate voices and makes
minimal adjustments in their frequencies in order to satisfy prescribed
quantizing rules, On the other hand, it is limited in that there are no
sequential constraints,

Mathews and Miller used three methods for evaluating this algo-
rithm: (a) generating a polyphonic musical example ( this, however,
prevented them from separating the effect of polyphony from the
effect of the algorithm ); (b) generating an orderly sequence of as-
cending chords; (¢) generating a sequence of random chords.

Th*‘}’ then “composed” a piece for two voices, the score of which is
shown in the article in graphical form. The frequency lines were
chosen to fall on no known scale, and the melodic intervals were also
forced to be unique. Two arbitrary timbres were chosen to distinguish
the intervals. The following versions of this composition were then
generated: (1) original composition; (2) "Voice 2" quantized against
“Voice 1,” allowing only major 3rds, 4ths, sths, or 6ths as vertical
intervals; (3) “Voice 1" quantized into ordinary 1z-tone scale; (4)
"Voice 1” quantized into a “Key of C”; (5) both voices quantized into
a "Key of C.” Their reaction was that the greatest change toward
“harmoniousness” seemed to occur between the third and fourth ver-
Sions,

Mathews and Miller finally generated a series of random three-note
chords following a similar logic starting with a uniform distributicn
Over 4 two-octave range. They found that quantizing logic had less
effect here than other changes. Nevertheless, they felt that a quantiz-
ing algorithm can exert a strong control over dissonances and can
even be used to generate standard triads. The advantage is that
*hﬂ.ﬂ'l'lmlizaﬁon_t;" can be achieved even if a melodic line follows no
scale at all. For Exampif1 with an equul-intervﬂl scale of a4-notes in
two octaves, this gave a quite interesting result that almost seemed to
define a timbre rather than a chord.

More recently, Mathews and Rosler™ have devised a graphical
method of input to the MUSIC IV program employing a light pen on
4 cathode ray tube attached to a small computer that in turn serves as

M. V. Mathews and L. Roslar: “Graphical Language for the Scores of Com-
puter-Cenerated Sounds,” unp11h|:i5|1t'd manuscript,
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a satellite to the IBM-7094. Mathews and Rosler were interested in
doing this in order to eliminate the tedious business of having to
prepare large numbers of data cards representing a composition to be
converted into sound. In addition to providing merely a new form of
input, Mathews and Rosler also wrote some algorithms among the
new routines “by means of which the computer generates parts of the
music.” This is accomplished by “an algebra for combining graphical
functions, which is especially useful for computer-aided composing.”
For example, the computer can “average between two melodic or
rhythmic lines or gradually convert one rhythm or melodic pattern to
another.” This was actually done with The British Grenadiers and
Johnny Comes Marching Home to produce a curious result in which
one tune slowly converts to the other and back again. Other functions
include such things as self-synchronizing functions for altering rhyth-
mic patterns and the pitch quantizing function already described.
Mathews and Rosler rajse the question as to whether the computer is
being used to compose music. They point out that their algorithms are
“deterministie, simple and understandable, no Tearning’ programs are
used; no random processes occur.” Nevertheless, the results are un-
planned in fine detail by the composer, so it is clearly apparent that the
computer is aiding the composer in writing music in much the same
way it does when details are left to chance to a greater degree.

James Tenney, Associate Professor of Electrical Engineering at the
Polytechnic Institute of Brooklyn, has been very much involved with
sound synthesis vig digitul-m—nnulug conversion. A number of his
compaositions involve a greater or lesser degree of decision making and
specification of details by the computer, A list of his computer compo-
sitions {including some also for instruments | is shown in Table IV-2.
All save the last one were composed when he was at Bell Telephone
Laboratories, 1961196, Tenney has written a full account of his
experience at Bell Laboratories, This report provides a systematic
record of his compositional ideas as he refined them from composition
to composition as listed in Table V-2

In brief, Tenney sought more and mare to incorporate into his
compositions an increasingly greater degree of “variety” that would be
realizable in the tape medium, By variety he meant measurable pa-
rameters that could be expressed in terms of the coneept of entropy as
employed in information theory. In practical terms, this meant that

21 !jgt of J. E Ttnm":"“ pieces in Table IV-g s based on notes he sent me
and on his unpublished manuseript, “Computer Musie Experiences, 1961-1g64."
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Table I'V-2. Computer compositions by James Tennev

Title Medium Dhsration
(1) Four Stochastic Studies (1062) Monophonic tape 11 minutes
(2} Stochastic String Quartet (1963) Instruments or
monophonic tape 3 minutes
(3} Dialogie (1963) Monophonic tape 4 minutes
(4] Radio Piece (1963) Monophonic tape 2 minutes
(5] Ergodas [ (1903) Two monophonic 10 to 18
tapes minnbes
(6} String Complement (1063) [natruments Indeterminate
(7} Phases (1963) Monophonic tape 12 minutes
(%) Ergodes IT (1964) Stereo tape Up to 18
minutes
() I'nstrumental Responses (1964) Instruments [ndeterminate
(10} Music for Player Piano
(unfinished) Plaver piano roll 3 minutes
(11} Fabric Jor Che (1967) Htereo tape 10 minutes

T{'""f-"."’ incorporated into his compositions random sequences gener-
ated by means of RANDH, one of the generators of MUSIC IV. He
allowed, within various specified controls of mean values and ranges,
random generation of sequence of note duration, amplitudes, frequen-
cies, and other parameters. The successive refinements of his composi-
tianal ideas are embodied in compositional programs entitled PLF2
and PLF5.

The tape compositions listed in Table IV-2 are the result of more
and more complex compositional programs. With the earliest, Four
Mochastic Studies, three parameters (note duration, amplitude, and
fm’i“‘-"“'}'} were permitted to vary randomly from note to note, but
mean values and ranges were changed after every one or two seconds.
Various settings for sound duration (“clang” duration in Tenney's
terminology ), number of voices, and note probabilities made up the
four studies. These studies were written with PLFz2,

Dialogue, the first piece written with PLF3. incorporated controls of
Mmore parameters, specifically amplitude modulation rate, amplitude
envelope, and wave-form specification. This in turn gave more control
over timbre. With Ergodos I, Tenney attempted to explore means for
shaping the large form of a piece, in other words, how might a hma:i
field of Ptlssihi]iti:-s be defined such that the character of this “field
might yet he perceptible. In Ergodos I, Tenney shaped n:m]_vr Ilth.c
begj”“i'”_!: and end of the piece, leaving the center section free. This
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work consists of two ten-minute monaural tapes that can be played
either forward or backward, either alone or together. The tapes are
statistically symmetrical front to back and have an average density of
sound such that the tapes might be interesting played either alone or
together. With Phases, on the other hand, Tenney imposed a J_Eff‘ﬂl“‘-f
control of parameter chojces by imposing a set of slowly nsc_:lﬂ:l’rmg
sinusoidal functions upon some of the parameter (_']Iﬂi{h{'S—-:ipt‘(.‘Lﬁ("d]]_‘.',
amplitude, note duration, and nojse parameter. Finally, in the !Iaist
tape composition, Ergodos 11, that he completed at Bell Laboratories,
Tenney made use of the two-channel stereo output provided by
MUSIC IV, This Piece contains a minimum of “shaping.” It is similar
to Ergodes I but without the controls imposed at the beginning and
end of Ergodos I. The tape lasts 18 minutes. but Tenney specifies that
it may be played in either direction for any length of time and may be
started and stopped at amy point,

As shown in Table IV-2, Te
compaositions for instruments,
Quartet, Tenney wrote
choices and subdivisions
iar difficulty of having s
music,™

nney also completed several computer
In the first of these, Stochastic String
4 program specifying metrical and rhythmic
thereof, Tenney later experienced the famil-
tring quartets performers refuse to play his
The next two instrumental pieces are expressed in much more
indeterminate notation, For example, Responses, performed by the
LTnI"L"(-'l'SIIt}' of Illinois C'—’iﬂfﬂmpurar}- Chamber F]-'i_‘n'l"!‘S in 1966 in con-
junction with Ergodos II, consists of a sheet of score for eqch indtin
ment divided into quadrants, The performer is instructed to perform
while Hstening to Ergodos I and to select a notation from a quadrant
of the score that relates his sound antiphonally to the sound on the
tape. The remaining instrumental piece, Music for Player Piano, is
intended to last about three minutes, Tt js mmpfetﬁ]}r composed, but
the player-piano roll is not yet cut. J. L. Divilbiss, at the University of

Ilingis, currently has this material and intends to record it in four

versions, forward, backward, turmmed over (inverted around the center

of the roll) and turned over and hag wards to yield four “versions” of
the same piece,

1t is curious to note how m
1 Hlige Suite,
and Champernowne’s Music §
formers seem to be amon
a5 computer music,

any computer Pieces
Tenney's Stochastie §
romm - Edsae,
g the least recepti

have been written for string
tring Quartet, Xenakis® §T4,
particularly since string-quartet per-
Ve to newer compositional ideas such

quartet—our owy
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It might be noted also that Tenney emphasizes in his paper the
growing influence upon him of many of the concepts of John Cage,
particularly the idea that sounds should be permitted to happen and
be appreciated for their own sake, rather than be subjected to strin-
gent subjective controls of the traditional type.

Another composition of a much different sort was produced in 1964
by Mother Harriet Padberg of Maryville College of the Sacred Heart
outside of St. Louis. The computer work was carried out under the
direction of Professor W. A. Vezeau of the Mathematics Department
of St. Louis University.™

Her compositional method is based on the idea of first subdividing
the octave into twenty-four steps. These are not tones in equal temper-
ament, however, but rather the 24th to 47th harmonic partials of a
fndamental of 18.333 cps. It follows, therefore, that the 24th partial is
440 cps. The 48th partial is, of course, the octave of this, and the steps
within the octave are separated by equal numbers of cycles per
second. Consequently, the scale is linear rather than logarithmic with
large sealar steps in its low range and with smaller and smaller steps
as the pitch increases. Second, Mother Padberg associated a letter of
the alphabet with each note of this scale, doubling up V and W and
associating ¥ with either I or Z. Third, she defined a tone row by
means of any 12-letter meaningful phrase and further defined ways of
dﬂ'f’]ﬂPiﬂg rhythms from ratios of consonants to vowels. With the
addition of further rows for dynamics and voicing or orchestration,
she was then ready to write computer programs for generating compo-
sitions based on these schemes. Mother Padberg first wrote a com-
puter program in FORTRAN for an IBM-1620 computer to enable
her to write a canon for two or four voices. Later, however, she was
able to expand and generalize this idea by writing a more generalized
Program for an IBM-7072 computer. This latter program permitted
her to generate canons in two or four voices based on one to three
foe rows with the further option of producing a “free fugue.” The
construction of this “free fugue” was based on the idea that a tone row
and its transformation constitute a “group” to which tl‘-‘*“-‘fﬂfm*f“‘:'”s
of group theory are applicable. The result is a Canon and Free Fugue
which has since been converted into sound by Max Mathews. .

Mother Fadberg concludes that while her “computer-composed

' Mother H. A. Padberg, "C C wsed Canon and Free Fugue,” un-
i = it K £, Computer-Compos i ; =
Published doctoral dissertation, $t. Louis University, 5t. Louis, Mo, 1964; and

ot letters and papers | personal correspandence |,
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Canon and Free Fugue m

ay be lacking in aesthetic appeal, it never-
theless has qualities tr:

ditionally associated with both absolute and
program music. It is “a logically conce
grally bound to its “title” in melody and rhythm and not dependent on
outside connotations for its explanation or development.” It might be
noted that, if the project seems willful and arbitrary, it is certainly no
more so than many other compositional schemes being used today. It
is hardly necessary to point out that mathematical permutations of
sets of numbers are considered quite proper when done in the name of
on. Moreover, the association of names of notes with
words or anagrams has long been used to provide musical themes and
mottos. This seems g [n:ud_r to be a realization of a way of composing
music based on written messiges proposed by Cazden in what are
apparently meant to be satirical essays, ™

There remain se

ived, unified composition inte-

serial compositic

veral items to mention in which syntheses of musi-
cal passages were done primarily in order to check analytical results.
One of the most interesting and important of these was carried out
some years ago by W. R. Reitman. a psychologist, in collaboration
with Marta Sanchez, a composer, This study, described in detail in a
technical report written by Reitman,™ is an attempt to extend to
musical composition the work on general problem-solving of Newell,
Shaw, and Simon.™ This is an application of heuristic programming,
that is, an attempt, as Reitman says, “to incorporate in computer
Programs processes analogous to those used by humans in dealing
intelligently with ill-structured problems.” ** These include the discov-
ery of theorems in mathematics and logic as Newell, Shaw, and Simon
have done, the formation of scientific hypotheses, the selection of
moves in chess, and the composition of music. Reitman says that “one
can invent g hierachy of complexity whi
symbolic logic, to chess, and then to
problem is defined by

ch runs from elementary
music. The solution of a logic
the theorem to be proved. . . . , Artistic works,

2N, Cazden, "Staif Notation as 3 Non.
Theory, 5 {1961}, 1 13; and “"How to Coy
see also Cazden, “The Thirteen-tone System,” The Music Review, 22 {1961 ), 152.

i ‘l.-:l:’, R. Reitman, “Information Processing Languages and Heuristic Program-
ming, " Bionics Symposium (WADD Tech,

Report Bo—6oo ), Wright-Patterson Air
Fn_rur_- Base, Ohia, Directorate of Advanced S}-i::ems Tm]mnlum-,?‘:gﬁﬂ.
A, Newell, J. C. Shaw, and H. A. Simon, "Report on a Ceneral Problem-
Solving Program.” The Rand Corp., P-y 584, Dec., 1958,
" W. R. Reitman, ap. cit., p. 410, i

Musital Communication Code,” J. Musie
npose Non-Music,” ibid., 5 ( xghin ), afir
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however, may well have to satisfy networks of tests which themselves
change as work progresses,”

To test his ideas, Reitman then worked with Sanchez to create a
heuristic program simulating the behavior of a composer writing a
fugue. He recorded everything the composer said or did as she de-
scribed her working method over a period of several months, Their
analysis of the data made it evident that the computer would first
have to be taught the elements of music, so they programmed it to
compose simple melody, harmony, and counterpoint. Then, to solve
the problem of original composition, they incorporated into their
program an already existing “General Problem Solver” written by
Newell, Shaw, and Simon in 19558." The successive stages of refine-
ment of the fugue are provided as illustrations in Reitman’s technical
report. This work seems interesting for two reasons at least. First, it
provides a prototype for heuristic programming for composing music,
4 technique thus far unexplored but very likely a powerful technique
tor music composition if it is sufficiently developed. Second, it is the
one study so far that attempts directly to explore the compositional
Process itself as people do it. This is, of course, of great interest to
Psvchologists as well as to musicians.

Another paper which should be mentioned has been written by
Pikler,” who defined “musical transfer functions” as processes that
hn’ug about the transfer of musical signals from one locale or environ-
ment to another. Although Pikler is primarily concerned with per-
tormed music and L-!wtmﬁicull_\' produced music on tape, he does also
include Processes of musical composition as areas to which his “trans-
fer functions" apply. For this reason, he makes reference in his article
to our work with ILLIAC I to produce Illiae Suite.

Finally, a study that involves both analysis and synthesis with
computers has been set up by Jacob T. Evanson. Evanson has not yet
Published any of his results, but several years ago he sent me a
number of {:x;impl(*s of chorale tunes and a substantial description of
his work up to that time.™ Evanson’s study is reminiscent of that of
Brooks, e al, discussed above in that he was primarily interested in
df"'ﬂfﬂpiﬂg a statistical scheme of analysis of relatively simple musical

A Newell, ]. C. Shaw, and H. A, Simon, ap. cit. =3

" A. C. Pikler, "Musical Transfer Functions and Processed Music,” TRE Trans.
o0 Audio, AU.10 (1062} 47

*® Letter from J- T. Evanson, Sept. 8, 1964.
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materials—in this instance, Bach chorales. Evanson wrote a program
in IPL-V to generate matrices of transition probabilities to define
“states,” that is, successive choices of pitches, rhythms, and perhaps
most interesting, sequences of notes such as melodic phrases. He felt
that his program was efficient for analyzing “anything that can be
represented as a ‘monophonic sequence of symbols'—e.g., melody,
harmonic progressions, hokku, ete.” Although Evanson was primarily
interested in analysis, he also did some "synthesis” from his matrices
and produced a number of zeroth- through third-order approximations
of chorale melodies.

French Experiments in Computer Composition

Considerable interest in computer music composition exists in Paris,
principally because of experiments carried out by composers Pierre
Barbaud and Yannis Xenakis. In addition to the work of these two
composers, there exist publications which deal in greater or lesser
detail with questions raised by this new process of composition.

Since about 1960, Pierre Barbaud, to a substantial degree in collabo-
ration with Roger Blanchard, has worked on processes for computer
music composition. Barbaud is g well-known composer of film music,
while Blanchard is best known professionally as a choral conductor.
Their experiments have been carried out at the “Centre de Caleul
Electronique de Ia Compagnie des Machines Bull,” a large manufac-
turer of computers and data processing equipment. In 1961 Barbaud
provided me with some brief publications describing their work ™ and
explained that his objective was the traditional one of creating order
among “musical objects” such as the twelve tones of the ordinary
chromatic scale. He proposed to use mathematics to eliminate those
arringements “considered to be without interest,” employing a com-
puter for the necessary caleulations. Barbaud also cited the historical
precedent of using musical games for their work.®

" P. Barbaud, “Avenement de la musique cybémetique,” Les lettres nouvelles,
7 (Apr. 23, 1g5p), 28 Barbaud, “Musique Algorithmique,” Esprit, 28 (Jan.,
1960}, g2; Anon., "Sur deyx Notes les Mathématiciens de I'avenir composent un
symphonie compléte,” Courrier Bull, 49 {Oct, 1961}, 168: Anon., “La musique
algorithmique,” Bulletin Technigue de lg Compagnie des Machines Bull, 2 {1961,
22,

* Including an , Jonymous eighteenth century work in the Bibliotheque nation-
ale: Ludus melothedicys f.!ic]giﬂunym. E.d_r}IIf:?54}l BN, v® 113?‘? Dept. de
Musique, which contains calculations “par lesquels toute personne composera dif-
fertns menuets avec Paccompagnement de hasse en jouant avee deux dez méme
sans scavoir la musique. ™
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By the fall of 1961, Barbaud and Blanchard had completed one
basic program for music composition. This generated a species of
twelve-tone music produced, first, by the random generation of a
tone-row and, second, by the synthesis of extended structures from
this tone-row by various combinatorial operations. The various availa-
ble combinatorial operations were also randomly chosen. Thus, the
structure of the resulting music was very much governed by chance.
They used a standard textbook on combinatorial mathematics as their
guide to programming.

As revealed in two technical publications from the Compagnie des
Machines Bull™ the actual operation applied by Barbaud and Blan-
chard to obtain pitch choices consists of addition and subtraction
{ transposition musically ), multiplication (interval expansion ), sign
change around a chosen point (inversion ), and other more complex
operations such as recurrence and eireular permutation. Rhythms and
octave displacements were randomly chosen at the same time. The
results were printed out in a simple alphanumeric notation and then
scored by the composers. The finished music was used for several
purposes, principally a film score and a computer piece. This latter
composition has been recorded on a 10” LP disk.*® A review of this
recording has also appeared.*

Barbaud and Blanchard subsequently worked on a computer pro-
gram for tonal musie. They completed a logical scheme for program-
ming for this admittedly much more complex problem, but in 1961 the
ictual programming and generation of the music resulting therefrom
had been held up pending completion of a new arrangement with the
Compagnie des Machines Bull, In the meanwhile, they tested their
scheme by throwing dice to obtain chance sequences to insert into the
scheme, Suinaequcnt]_n.r, they succeeded in programming this or some
similar scheme to produce a computer program that generated a
Popular song. This achievement has been reported in the popular
Press™

In 1966, Pierre Barbaud published in book form a full account of his

" See footnote no. 70 above,

“P. Barbaud and R. Blanchard, Imprévisibles Nouveautés-Algorithme 1, per-
forme by an orchestra directed by R. Blanchard, 10" LP, Critére Productions
R Douatte, CRD 4304, 528

AL Moles, "La Musique Algorithmique, Premiére Musique Calculée,
Revue dy Son, g3 (1961 ), 28,

“-‘mrm.. “The Machine Closes In,” Time, =g (Feb. 16, 1g62), 65.
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work to that time.™ This book is divided into three sections concerned
with (a) general considerations regarding musical automata, that is,
tomputer programs for composition, (b) a detailed description of two
types of compositional programs, and (c) reprints of actual programs
completed by Barbaud.

In the section on general considerations, Barbaud is concerned first
with presenting a method of encoding musical parameters such a
pitch and rhythm and with setting up matrices that permit combina-
torial operations to be carried out on the elements of these matrices.
He then points out that the formulation of these matrices permitted
him to write the three ALGOL computer programs reproduced later
in the book, namely ALGOM 3, ALGOM 4. and ALGOM 5. The
central part of the book gives a detailed description of these programs.
ALGOM 3 and ALGOM 4 are concemed with “chromatic music.”
Obviously, these represent further development of the two types of
investigations started by Barbaud some vears earlier. Barbaud’s de-
scription of his work is detailed. specific, and clear. At the time of
writing this article, 1 have not yet seen or heard examples of music
prepared with these programs,

The second set of experiments to be discussed here involves the
stochastic music of Yannis Xenakis, a composer whose background
includes architecture and mathematics as well as music. Of interest for
our present discussion is Xenakis’ use of mathematical computations
for writing some of his musical scores. Xenakis employs statistical
caleulations  that incorporate, among other th{m;s, elements of the
theory of probability, the use of Poisson :I:‘::l::ibuti;ms, and elements of
the theory of games,

Xenakis has described these processes in a series of articles PUb'
lished in the Gravesaner Blitter,* He calls his work stochastic music
because it is derived from choice processes governed by probability
distributions. The earliest and one of the best known of these is
Achorripsis, the score of which has been published for some time.”
The mathematical basis for the structure of the composition depends

19;;1’- Barbaud, “Initiation & Ia composition musicale automatique,” Paris, Dunod,
““I‘t. Xenakis, “La Crise de Ia musique serielle,” Gravesaner Blitier, 1 (1055},
15; “Manipulation und Konzeption, [1.* ibid., 6 (1956), 28; “In Search of a Sto-
vhal.l:m- Music,” ihid , 11/12 (1958}, 112; “Elements of a Stochastic Music—I to
V" inclusive, ibid., 18 (1960}, 84; 19/20 (1060}, 140; 21 (1gB1), 113; 22
in]_ﬁl!'. 144; “Stochastic Mousic,” ihid,, 23724 (1962}, 156,
Y. Xenakis, Acharripsis, Berlin, Bate und Bock, 1g5g,
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on the use of Poisson distribution to scatter the controlled musical
elements uniformly over each of the sections of the composition. A
more precise description would be the generation of a matrices de-
fined to represent timbre choices versus time that conform to a Poisson
distribution of statistically chosen elements,

Recently, Xenakis recast his theoretical writings in the form of a
monograph entitled Musigues Formelles.™ The critical reaction to this
book, not surprisingly, is quite mixed. For example, Daniel Charles, in
4 recent essay * considers Xenakis' work, including his theoretical
writings, to be of central importance to current developments in
European music, while Michael Kassler ™ reviews the book in 2 manner
that is highly eritical of its content, particularly of terminology.

In 1961 Xenakis worked out an arrangement with IBM in Paris to
use an IBM-7ogo computer to compose music according to his stochas-
tic schemes, He learned FORTRAN programming for this purpose. By
early 1962 he completed this program and then employed it to gener-
ite stochastic choices for musical parameters such as pitch, rhythm,
Playing styles, and so forth.

In Chapter 4 of Musiques Formelles, Xenakis describes how he
recast the mathematical basis for Achorripsis into FORTRAN pro-
gramming and then allowed the computer to produce a series of
compositions in which variations in structure, duration, and orchestra-
ton were accomplished by means of data input cards. Xenakis’ logical
Bow charts and portions of his FORTRAN program are also repro-
duced in Af usigues Formelles. It should be noted also that German and
English translations of this same chapter of Musiques Formelles have
recently appeared in Gravesaner Blitter along with a disk recording
of 8T/ 4-1,080262 performed by the Bemede String Quartet.™

Because various publications (including Xenakis’ own) have not
made it clear just which of his compositions have been obtained by
‘imputer programming and which have not, Xenakis was asked to
clarify this when he visited Urbana in March 1967. Xenakis remarked
that the only program he has thus far completed is indeed the pub-

“y Xenakis, “"Musiques Formelles,” La Revue Musicale, Vols. a53-254, Paris,
Editions Richard Masse, 1963 " : i

Lo Charles, “Entracte: ‘Formal or ‘Informal’ Music?” Musical Quarterly,
51 L1gs), 14, .
vm'"f- Katder “Tevisic of ‘Musiques Formelles” by Y. Xenakis,” Perspectives af
-ﬂw.ﬂ'usic,gimﬁﬂ.liﬁ- :

my Xenakis, “Free Stochastic Music from the Computer,” Gravesaner Blitter,
26 | 1g6s ), 79
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lished one. He would like to continue along this line, but the change
for further extensions of this work have not yet arisen. In any event
Xenakis went through the list of his music given in a booklet prepared
by his present music publisher * and checked off the pieces compaosed
entirely or in part by means of the computer program (see Table
IV-3). As seen, this list is substantial. A few words of explanation are
in order.

Table I'V-3. Computer eompositions by Yannis Xenakis

[hate
Title Instrumentation Completed
ST/48-1 250162 48 Instruments 1662
ST/10-1 0gnegs 10 instruments 16452
ST/ 4-1,080268 String quartet 1962
Amorsima-Morsima 10 instruments 12
Morsima-Amorsima Piano, violin,
cello, double bass 1962
Atrdes 10 instruments 1962
Siratégie, Jeu Pour dewr
orchesires 1962
Eonta * Piano and five
brass instruments 1964

* Only in part o computer-generated seors,

First, several of the works, namely ST /10-1,080262, for ten instru-
ments, 5?'5’4-:.030;’:2 for string quartet, and ST/45-1,240162 for
forty-eight instruments, have coded titles. The titles are systematic in
that ST stands for “stochastic”; 10-, 4-, 48-, and so on, stand for the
number of instruments scored; 1, 2, and sg on, stand for the first
composition, the second composition, and so on, written for the num-
ber of instruments Previously specified, while a number like oSo262,
for example, stands for 8 February 1962, Incidentally, Atrdes is
apparently also called ST/ 10-3,060962.

In any event, the first of all these works to be performed is 5T /10
1,080262. This was Presented at a special concert in May 1962 at IBM
headquarters in Paris by an instrumentg] group conducted by Kon-
stantin Simonovie, Thus this concert precedes by same seven months a
concert in Athens containing the two (‘D]'T]P;Jtﬂ']‘ compositions de-
scribed by Slonimsky in his recent survey of contemporary Greek

; M. Bois, lannis Xenakis, The Man and His Music, London, Boosev & Hawkes,
1y, y
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music.” At least one report of the Paris concert has appeared in the
American popular press.”

Second, a different aspect of Xenakis' interest in the use of mathe-
matics for music composition is exemplified by his two compositions
for two orchestras, Duel, completed in 1959, and Stratégie, completed
i 1g61. In both these compositions, Xenakis employs the theory of
S4mes to set up a competition in performance. He proposes that the
two orchestras face one another with their conductors back to back.
Each conductor can choose from one or more of the sections of the
composition and play it for an indeterminate time ( greater than 15
seconds in Stratégie ). At each successive choice by either conductor, a
score is computed and added to a total on a scoreboard visible to the
andience, At the end of the performance the conductor with the
greatest number of points is declared the winner of the contest. Scores
are achieved by consulting matrices constructed by Xenakis which
assign weights to six basic “tactics,” to silence, and to combinations of
tactics. Each conductor chooses, whenever he ean, a tactic which he
thinks will acerue points to his score. In Stratégie, the basic tactics
ae: L *Wind instruments,” I1. “Percussion,” II1. “String instruments
struck by hand,” IV. “Pointillistic playing of stringed instruments,” V.
“String glissandi,” and VI “Sustained string harmonies.”

Each of the tactics, therefore, is a section of musical score and in
the case of Stratégie, each was compiled from materials generated
with the IBM-og0 .:x:-mputcr.

Duel, the earlier piece, was not composed with a computer but
seems otherwise to be rather similar. It has apparently not vet been
performed,

Third, Eonta, the most recent composition on the list, according to
Xenakis, was composed only partially with materials produced by the
FORTRAN computer program.

Disk recordings of some of these works are available. Already listed
's the recording of ST /4, Eonta is available on a French disk along
With Metastasis and Pithoprakta.® Tape recordings of most of the
Other pieces also exist,

Interest in computer applications to music has caught the ﬂ“*'“tm?
of other musicians in Paris as well. In substantial part, I believe, this

"N, Sbﬂimsk}'. "New Music in Greece,” Musical Quarterly, 51 ( 1965}, 225.
5‘1‘"““-. “Inside Stuff-Music,” Variety, 2a7 {July 11, 1962 ), 65. M onde
Y. Xenakis, “Metastatis, Pithoprakta, Eonta,” 12* LF, Le Chant du Monde

Lﬂx"‘""ﬂ {momaural ), LDX-Ag5268 (stereo).
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can be attributed to the efforts of Abraham Moles to investigate the
ways in which cybernetics and information theory might be used to
exI:;lain how artistic ideas are communicated. Moles, m.r.*huse back-
ground includes physics and psvchology as well as music, h_as bﬁ'e.ﬂ
directly involved with developments in experimental music in P-:lﬂ:
for a number of years. His book summarizes much of his tJmnre?t‘ﬂ-
thinking and spre-:u]utinn about acoustics, aesthetics, PS}'t‘hﬂlf‘H’“fE
perception and information as applied primarily to musical kil
cation. As noted in the reference, an English language edition of this
same book prepared by Joel Cohen has recently been published. D'
Moles” book reviewing developments in experimental music was re-
ferred to earlier.”

Dr. Moles’ idea, as presented in his monograph, centered upon
defining what he calls “semantic” and “aesthetic” modes of informa-
tion transmission. More recently he has extended his ideas tﬁ'-'-l'-lﬂ'!
developing definitions that permit him to write flow charts for various
types of experiments for generating music for computers. Bemluﬁf‘ of
his interest in applying concepts of information theory to music and
its perception, Dr. Moles has continued to be concerned with the
“eybernetic” aspects of musical composition and has thus dt“-'f']‘-"]“'_[[
an interest in computer applications to musical problems, This interest
is reflected in some of his more recent publications.™

In addition to Moles’ publications, some papers have also duP'P“"'"f'd
that are based on conferences sponsored by the Service de la Fe-
cherche of RTF (the musique concréte group headed by Pierre
Schaeffer in Paris). In 160 the organization published a mDﬂﬂﬂf“Ph
on many aspects of experimental musie as derived from a conference
sponsored by the Service de la Recherche in 1gBo. This volume
includes two articles that deal

with aspects of computer music, the
first of which, by

Reynald Giovaninetti * is a brief historical survey 0

™A A Moles, Théorie d'Information et Perception Esthétique, Faris, e
marion, 1958, Information Ti"wnry and Aesthetic Perception, English edition pre-
pared by J. Cohen, Urbana, University of Ilincis Press, 1965,

" A, A. Moles, Musiques experimentales.

A A Moles, “Perspectives de I'Tnstrumentation Electronique,” Reuve H"E"-"f'
de Musicologie, 13 (1959}, 11; also “The Prospect of Electronie Instrumentation,
Grovesaner Blitter, 15/16 (1960), 21; A, A Moles, “The New Relationship be-
tween Music and Hathemalics,” Gravesaner Blitter, 23/24 (1g62), of
Musiques Experimentales,” Situation d
o-Télévision, Nos. 27-28, Pars, Flam-

* R. Giovaninetti, “La Hevalution des
la Recherche, Cahigrs d'Etudes de Radi
marion, 1g96a, Pp. 57-fz2,
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the development of experimental music in the twentieth century.
Toward the end of this article Ciovaninetti refers to computer music
and its composition by means of programming. He describes very
briefly the work of Barbaud and Blanchard and of Xenakis discussed
thaove,

A more substantial article on computer topics was prepared for the
sime monograph by Michel Phillipot."™ This article in turmn is a
synopsis of a symposium in which Frangois Le Lionnais led the
discussion, Le Lionnais’ remarks can be summarized as follows.

After asking whether the idea of music composed with a machine is
good or bad, he proposed to inspect the results thus far available (in
1g60). He said that the transfer of compositional responsibility ap-
pears quite limited: however. there are two major areas in which
useful results might be achieved: (1) the generation of music, and
(2) the i}ﬂ*pural-iun of research results that disclose information re-
girding the compositional process. Three major studies were then
reviewed, the work at the University of Illinois involving the Illiac
Suite, the work of Barbaud and H]mivr:'h.'ir[], and the stochastic compo-
sition of Xenakis, Later on, the work of Klein and Bolitho, Pinkerton,
and of Brogks, Hopkins, Neumann, and Wright were also mentioned.

Le Lionnais then discussed various methods by means of which
Constraints might he imposed upon a random musical structure. He
Mettioned rules of exclusion such as those used in the Illiae Suite, but
Suggested that more general procedures might also be prc}ﬁtal.ﬂy in-
Vestigated, namely, procedures based on asking how much informa-
tion might be remaved from a system in order to yield a given
Perceptible musical structure, He imiutnl out that many composers
aged Hatisticg] P""-"'i"fdm'f-ﬁ‘r not merelv to Pmd““-' random music, but
50 1o reduce chance by the Iutrm:inrtinn of constraints. He then
®umed to 4 discussion 4;f banality and noted how this is related to
the historica] and sociological conditioning of the listener.

¥Mposium discussion was then turned over to Dr. Moles, who
TOUght up the topic of the composer and the machine and how they
Oleragt, He pointed out first that the function of the computer de-
Pﬁ,]dx % its property of feedback of both information and controls.

" provides for "ﬂ'[:','lilutinnf either external or internal. When prop-
~" ipplied, thege functions permit the computer to operate as an

*eligence amplifier” as defined by Ross Ashby.

:-“ -
M. phuipﬂ‘t "La Musique et les Machines,” ibid., pp. 274-292.
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English Experiments in Computer Composition

Three experiments in computer music composition were carried out
several years ago in England, one at Cambridge University by D. |.
Champernowne, one at London University by Stanley Gill, and a
third, a study of change ringing by D. A, Papworth. Since all of these
cxperiments involve the study of the generation of music according to
specified “rules of composition” and since each, at least in part,
employs some rules of serial compaosition, or equivalents, it is conven-
ient to discuss them together at this point.

D. G. Champernowne of Trinity College, Cambridge, is a member
of the faculty of economics who has used the computer at Cambridge
University to solve problems in his field. In 1961 he became interested
in programming musical composition and in his spare time developed
two programs for musical composition that are quite effective within
their preseribed limitations, These were first described in a report

written several years ago." Champernowne, apparently, has not vet
written an article for publication describing his programming, This is
too bad, since it would seem that what he did worked out quite
successfully within the specified constraints on the compositional
process. The two programs for musical composition are the following:

Synthesis of Victorian Hymn Tunes. After an inspection of typical
hymn tunes, Champernowne developed a set of empirical rules for
composing such music. He then wrote a computer program that
consists of four distinet parts: (a) the generation of random numbers:;
(b) the generation of the top melodie line; (c) the generation of
harmonic support; and (d) printout in alphanumeric nofation. He
provided for rhythmie variety, passing notes, neighbor notes, and
dppoggiaturas. Moreover, the program could be used to harmonize
given tunes, singe part (b) of the program could be ]:ry-pu.ﬁ‘.ﬁ'tﬂ and
independent melodic daty could be used instead. With this program,
he could generate only one phrase at a time, so awkward transitions
sometimes occurred between the end of one phrase and the beginning
of the next phrase,

Synthesis of Serial Music. Champernowne also wrote a program for
the synthesis of 4 Species of twelve-tone serial music in which a
systematic permutation scheme permitted the production of a compo-
sition about 200 measures long. He applied some arbitrary rules that

uu-:_._ A, Hiller, Ir; "HD[NJJ'I‘. on Curlh.'mpﬂral"'r' Experimental Music, 1g61,”
ap. git. 4
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climinate, I believe, certain dissonances. It is interesting to note that
this music, superficially at least, bears some resemblance to that of
Barbaud and Blanchard.

Champernowne then arranged a three-movement “composition” for
string quartet out of these materials consisting of (a) a set of “Vie-
torian humn tunes,” (b) the serial piece that serves as a sort of
middle-movement scherzo, and (c) a series of harmonization of well-
known tunes like “Rule Brittannica.” Because Champernowne was
unable to induce a string quartet at Cambridge to play his music, we
asked him to send us a set of performance parts from which we
assembled a score and prepared a tape recording of a performance by
4 string quartet at the University of Illinois. 1 find sections of this
Music from Edsac quite entertaining, particularly the harmonizations
in the last movement.

Stanley Gill is a well-known mathematician and computer specialist
who works at the Digital Computer Laboratory in the Department of
Electrical Er]_s:im:{*rin.g of the University of London. His program for
computer music composition was prepared to create a .-;nmple of
hu[:kgrr:unri music called Variations on a Theme of Alban Berg for a
B.B.C. television program on the subject of “Machines Like Men” that
was broadeast on August 20, 1962. This is a piece of music written
with a simple serial xlt'{."lnil'{l]{‘ and is scored for violin, viela, and
buassoon, Gill has published an account of his work ' that includes an
illustration reproducing twelve bars of the score.

Although Gill's composition is simple in concept and is governed by
no overall structural plan—deficiencies Gill clearly recognizes in his
article—thy program does contain one very interesting feature, a
feature 1 believe useful enough to incorporate in a subroutine in our
Own MUSICOMP. This is his “tree process” that serves as an alternate
Procedure to a “try-again routine” for generating sequences of music
that conform to “rules of composition” and yet permit developing
missical sequences to avoid “dead-ends.” What he did was essentially
the following, At any moment, eight competitive versions of a partial
tOmposition, not nt‘é'e.w-'uri]}' of the same length, were stored in the
“mputer. These “competitors™ represented various trials of the com-
Posing process carried out as far as some choice, i. When this choice i
Was then made, one of the eight branches was selected at random and
the new chojce added to it. The result was then evaluated according

S Gill, ~A Technic for the Composition of Music in a Computer,” The
Computer ], 6 (1963), 129,
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to criteria specified by the programmer, and the “weakest” of the nine
sequences then present (the “other seven” plus “parent” and
“offspring”) was discarded, and the best eight were stored. The proe-
ess was then repeated over and over until a composition of the desired
length was obtained. A clever way of insuring that the compositional
process went at a reasonable rate was the insertion of a bonus for
length per se of a sequence being evaluated and a penalty for a
sequence that often seemed to lead to blind alleys. Figure 2 in Gills
article referred to above shows an example of a generated tree struc-
fure.

Gill used some of the standard primitive twelve-tone operations
{trunspmiliun, retrogradation, inversion, voice shifting, and so on) to
produce this composition, but it is obvions that it is a perfectly gﬂﬂff“i
logical process suitable for any style of music. The work was also per-
formed on a program of computer music given in Chicago in April
167,

Professor Gill was instrumental in promoting a competition for
computer music compositions held in conjunction with the Congress
of the International Federation for Information Processing in Edin-
burgh in August 1968.

The third experiment, reported in a paper by D. A. Papworth™
Etn-':ih'vs Programming a method of composition called “change ring-
g, 4 permutational technique that developed over the centuries in
connection with the ringing of church bells. particularly in England.
The standard descriptive treatise on change ringing was written by
J. W. Snowden,"™ and recent mathematical treatments of the subject
have been published by Rankin ** and Fletcher.

Papworth programmed change ringing for a PEGASUS computer.
As he notes, the problem of change ringing can be described mathe-
matically as follows: Given the numbers, 1, 2, . . . , n, representing
church bells of different pitches in descending order, find rules for
generating in some order all n! permutations or “changes” or subsels
thereof. However, the following restrictions must be observed: (1) the

W AP L N
ey apworth, Computers and Change Ringing,” The Computer ], 3
S P Snmowdon, Standard Methods i i g eds,
Whitehead and Miller, 1940, ethods in the Art of Change Ringing, Le
"“R. A. Rankin, “A Cam anological Prohl i o Cam-
bridge Philosophical Soc., 44pll' 15)43%]::17. robiem in Group Theory,” Proc.

T J i '
- T. ]. Fletcher, Campanolugmal Groups,” Amer. Math. Monthly, 43 (1056),
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first and last permutations of any sequence or subsequence must be
the original row, 1, 2, . . . , n, which is known as a “round”; otherwise,
1o two rows may be the same; (2) in any row, no number may occupy
4 position more than one place removed from its position in the pre-
ceding row; (3) no number may remain in the same position in more
than two consecutive rows,

Papworth solved the particular system of change ringing called
‘plain bob major.” Changes on eight bells are called “major,” and
“plain bob” is the simplest kind of change, namely that in which
consecutive rows differ by as many exchanges as possible. Papworth
discusses this method of change ringing in some detail in terms of its
subsequences called “treble lead” and groups of these subsequences
that make up “courses.” Papworth was concerned, first, with proving
that “plain bob major” is sufficient to generate all 8! or 40,320 possible
permutations of eight numbers, and, second, with generating sample
Compositions starting with random numbers. Specifically, each succes-
sive “lead-end” (the first row of each treble lead) was tested against
all previous lead-ends and stored if new. Alternately, it was rejected
and a new lead-end generated. Papworth says that his greatest diffi-
culty involved making a composition end with rounds at the correct
point. To achieve this, Papworth found it necessary to write “altera-
tion routines” to have the composition come out right.

As noted above, Papworth’s work stimulated Bernard Wasman and
me at the University of Illinois to write an analysis and generating
Program for change ringing for our own use. As we saw it, the basic
problem involved in change ringing is the generation of permutations
of n discrete symbols fﬂilnwing some set of given rules. Using this
basic jdea and some of the conventional rules of change ringing,
subroutine RING was written so that it would generate sequences of
numbers that symbolize different permutations on a set of tones. In
our first experiment the basic rule was followed that each sequence
must be different from all others, with the exception of the first and
last. There are also additional constraints which may or may not be
tised dept'ﬂdfng on how restricted one wishes the permutational set to

We have used the usual methods of forming new lead-ends and the
tquences between lead-ends as deseribed above, namely, “plain bob,”
and “singles.” The program was written to choose one of the possibili-
ties at random within set constraints, One of the constraints chosen
was that any change must keep the order of the last tone and leading
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tone the same as “plain bob.” The program will produce any number
of sequences of tones on any set of six or more tones, up to the point
where all possible sequences have been generated. For example, with
six tones it is possible to generate at most 6! or 720 sequences.

This program can be used to generate such things as sequence of
rhythmic variations and changes in dynamics as well as sequences of
tones. Waxman and 1 have prepared a rough draft of a short report
and description of this project. This report will be put into final form
after the subroutine has been used in the production of Algorithms I1.

Other European Experiments

Other European experiments in computer composition are for the
most part quiha recent, and pnbljc-u!ions concerned with them are few
or nonexistent. Several fragmentary or marginal items need also to be
mentioned for completeness.

G. M. Koenig, formt*rl:.' with the W.D.R. electronic music studio in
Cologne, several vears ago became director of the electronic music
studio in Utrecht, Holland. He has both expanded its electronic music
facilities and instituted a substantial program of computer usage,
principally for compositional purposes.” Koenig uses ALGOL for his
computer programs. Among other things, he has offered a course in
computer composition,

Koenig has written an essay based on a lecture he gave at several
American universities (including Illinois) in 1965."" Koenig suggests
that computers provide the essential means for realizing composition
in which the sound patterns and the rules of composition are closely
linked. He illustrates with flow charts some simple examples of useful
compaositional routines such as the generation of a twelve-tone series.
He compares deterministic and chance means of producing compo-
nents of a score, pointing out that chance is “serviceable” if a process
requires variants or if minor details are unimportant. Koenig hopes to
build up a basic library of compositional routines that describe “the
context of certain musical parameters and leave it to the composer to
determine initial values or the limits of statistical distribution.” He
also proposes a direct linkage to a digital-to-analog converter for

= rSEI‘i'- "'E_"'E'“il*‘"“"-‘r“t angl :W'Drkl'ng Methods of the Studio for Electronic Music at
the L'Ih'-'l‘.'lijl}- of Utrecht,” multilithed information shest obtained from G, M.
Koenig,

L.m-, G. M. Koenig, “The Second Phase of Electronic Music,” unpublished manu-
script, 1965
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sound synthesis. It is interesting to note the resemblance to our own
thinking regarding building up a library of compositional subroutines,
the main difference being perhaps the emphasis Koenig gives to serial
compositional technicues.

Koenig has sent me a more recent unpublished manuseript that is a
quite explicit description of his first major project in computer
composition.™ This is an outline of “Project 1" a series of programs
first written in FORTRAN 11 at the University of Bonn in 1964 and
later reworked at Utrecht in ALGOL 6o. Basically, “Project 1" permits
the production of a number of compositions—versions—that vary
from ane another within a number of fairly tight constraints that fit
Koenig's compositional ideas. “Project 17 consists of a main program, a
number of subroutines governing parameter choices and two subrou-
tines ALEA and SERIES. ALEA generates random integers (like our
own ML3DST) and SERIES generates rows of lengths specified by
the user (like our own REIHE ). The main program, which is quite
elaborate, provides for the generation of timbre, rhythm, pitch, se-
Juences, octave register, and dynamics. Values for these parameters
ire generated by subroutines dependent on ALEA and SERIES. Val-
ues so produced are then used to provide materials for “form sections”
that make up the total composition being generated. Koenig points out
that the users of this program must specify a certain number of input
data concerned with tempi, “entrance delays,” the number of points in
time for each form section and a few other items. Bevond this, his
influence on the course of the program is rather minimal, so Koenig
prefers to call each piece produced by “Project 1" a “variant” or
“version” rather than an independent composition.

Knut Wiggen, a Norwegian composer recently. appointed director of
the new electronic music studio at Swedish Radio in Stockholm, is also
very much concerned with computer composition. When he wvisited
Urbana in November 1ghis, he had the printout of a new computer
tomposition with him. He provided the following information con-
cerning his work,

Wiggen started producing computer compositions in 1963 using a
Swedish SAAR computer in Stockholm, writing his programs in a form
9f ALGOL. He first wrote Wiggen-1 a technical exercise for piano that
he does not consider to be an authentic composition. Wiggen-2 (not
then otherwise titled ), however, is a different matter. This is the first

i M. Koenig, “Project 1,” 1|_|]]‘:.u}|]i‘i!‘|1’1! manuscript, 1g67.
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of ten projected computer compositions that will constitute an album
of pieces that may or may not be plaved in sequence or in its entirety.
Wiggen-2 is the second piece of the projected set of works. All of these
pieces will be composed with a computer, and most will be realized in
computer sound alone. In 1g6s Wiggen apparently still had a few
errors in his program that caused some erratic printout of his results,
but he felt confident that these were quite minor. The first work was
projected to be around 10 to 15 minutes long, and to be based on an
interaction between two more-or-less independent growth-decay pat-
terns. The first of these bears some relationship to biological growth
patterns in the sense that it permits of a continual proliferation of
“rules of composition” that in turn govern probability distributions for
choices of musical parameters. For example, the first rule states that
the first pitch choice can be random because no composition yet exists,
but the succeeding tones can no longer be chosen at random but only
in relation to the now existent first pitch choice. The constant addition
of rules as the compasing process develops is thus a kind of Composi-
tional method by accretion of presumably significant restrictions of
the information content of the piece. The second pattern is then
superimposed on this first pattern and seems to be somewhat analo-
gous to the occurrence of “events,” chance or otherwise, that might
interrupt or otherwise alter this steady process of aceretion.

Georg Heike, a composer employed at the Institute for Communica-
tions Research at the University of Bonn has expressed interest in
using computers for composition especially since he has already writ-
ten other music based on “order-disorder parameters.” He has written
an article on information thenry and music composition "' in which he
outlines some of his ideas along this line., For example, he distin-
guishes simple Markoff chains that lead to what he calls “microstruc-
tures” from “structure types” for larger sections of a score. Bv this he
means parameters relating, for example, to the E:-egl'mling: middle
sections, and ending of a composition. Heike then presents a very
simple fHow diagram of how a compositional process might be pro-
grammed for a computer,

Yehoshua Lakner, an Israeli composer, has dm,-exoped a gi}nera]'.izcd
theory of tona) organization which he hopes to evaluate with the help
of a computer. Lakner's theory, as described to me in 1g6s, rests on
the assumption that one can define a motif for a musical compaosition

1rix ¥ an = 5
I:lgﬁ](;l;: g}é;:tkp, Informationsthenrie und Musikalische Komposition,” Melos, 28
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which will contain “conditioned objective factors” which in turn will
lead to the subsequent musical treatment of this motif through appli-
cation of many permutational operations (reflection, transposition,
sequencing, and so on). In effect, these motifs seem to be simple
generating structures, and, in fact, Lakner claims that all common-
practice music of the eighteenth and nineteenth centuries can be
explained in terms of operations on the motif of the common major
triad and its “reflection,” the minor triad. Lakner says this is only one
of many conceivable motifs, and illustrates his ideas by treating the
motif DEF. As I understand it, Lakner claims that his operational
scheme not only is more general than, and inclusive of, the traditional
body of common-practice compositional techniques, but also would
provide a common ground for unifying contemporary compositional
practices. Lakner has published one article ' that presents in some
detail a graphic method of representing pitch relationships. The
graphic notation apparently is one h}f-pmdu('f of the more generalized
set of ideas embodied in Lakner'’s complete theory.

As Far as 1 know, Lakner's theory of tonal sbructures remains still
only a proposal rather than a result. Although there seem to be some
useful procedures embodied in the theory, the claims for the theory
that Lakner sets forth are based on the traditional view that presumes
that a composer would automatically wish a tonally coherent composi-
tion. Lakner seems also to be concerned only with pitch relationships,
to the neglect of other components of music such as rhythm, dynam-
ics, and timbre,

Algorithms for Generating Folk Tunes

Another type of computation im-olving musical-score generation
relates to folk-song analysis and synthesis. All the studies of folk music
that conclude with attempts at synthesis originate thus far in Eastern
E“Tﬂpf'- This presumably reflects strong governmental support for
folk-music research in that part of the world. The earliest example
Originates in Russia. In 1961 R. Kh. Zaripov ' published a paper
descl'ibing the generation with a URAL computer of “folk melodies™
of the structure:

"Y, Lakner, “A New Method of Representing, Tonal Relations,” J. Music

Theory, 4 (1960
b abo ), 194. 3 -
"R Kh Zaripov, “An Algorithmic Description of the Music Composing

Pm_xeﬂl-- DDHaa'y Akademiia Nauk SSSR, 132 (1g6o), 1283 English translation
2ppears in Automation Express, 3 (Nov,, 1g6o), 17.
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where the symbols, o, g, v, and & refer to four-bar melodic phrases of
differing rhythmic structure, Thus, all a's had to have the same
rhythms, likewise all &'s. and so forth. These rhythms were generated
at random within constraints governed by folk song style, that is, the
rhythms were basically simple and uncomplicated. A random choice
of ¥ or ¥ meter was permitted at the beginning of the generating
process, Secondly, the computer was instructed to assign a pitch to
each note of each thythmic pattern, but «. was allowed to be different
from a;, and so on, These pitches were first generated at random and
then screened by a series of constraints such as: (1) the piece must
be in an ABA form with B contrasting to A (I interpret this to mean
that A is a,8,a,8., that B IS yiyayays and that A returns with 38, );
(2) each phrase must end on I III, or V; (3) successive large me-
lodic skips in one direction are forbidden: and (4) no more than six
small meladic steps are permitted in one direction; and so on.

These are, of course, easily programmable rules of composition that
did work to produce recognizable melodic lines. An example of Zari-
Pov’s results is printed in his article, This work, incidentally, has been
severely criticized by Wright."

At the time of writing, 1 have not vel been able to obtain a copy of a
second article written by Zaripov."™ I have been told that Zaripov has
also written a book on the subject of evbernetics and music. In
addition, Brook and Berlind have listed one other Russian article on
folk musie synthesis.***

A second body of work js being carried out at the Computing
Center of the Hungarian Academy of Sciences in Budapest, This
research activity seems to he quite extensive in scope, embracing
folk-song analvsis, synthesis of simple musical melodies, the use of an
accordion as a direct data input device to g computer, and, finally, the
analysis of dance movement and choreographic notation. In 1965 Dr.
E. N. Ferentzy, one of the principal investigators in this research

13 H. Wright, Cﬂmpuﬂrrg Reviews, o (1gfi0), 105,

YR, Kh. Zaripov, “0 Programirovanyii  Processza Szocsinyenyija  Muziki"
("Programming the Process of Music Composition”), Problemi Kibemetyiki, 7
(1g62), 151,

"“R. G. Bukharov and M. 5. Rytvinsskaya, "Simulating 4 Probabilistic Process
Connected with D‘ympns:‘ng a Melody,” Kazan Lrniversitet Uchenyia Zapiski, 122
{(1962), 82, referred 1o in Brook and Berlind, “Writings on Uses of Computers,”
op. cif. L




Music Composed with Computers g1

program sent me manuscripts and a large monograph on computa-
tional linguistics *** that contains several articles relating to music
studies deseribed below.

The interest at the Budapest institute in dance movement is rather
outside the present topic even though it has obvious parallels to
studies of music, Ferentzy, as a matter of fact, emphasizes this very
point in the last article in the above citation. He says that the results
of his study of folk dance steps seem to correspond, at least in terms of
mathematical analysis, to some of the operations commonly employed
in the serial composition of music. (Incidentally, in this connection a
similar but much more limited study of dance movement was carried
out several years ago by Joseph Thie, a physicist residing in Chicago,
who sent me a manuscript describing computational choreography.)*”
He has also written a short article suggesting applications of comput-
ers in all the arts including music, dance, literature, and drama."*

The experiments in music seem to originate with the work of Havass
on folk-music analysis and synthesis.™™ In this paper, Havass outlined
an analysis with a computer of a group of 100 folk tunes contained in
the collection Otfoku 1T assembled by Zoltan Kodaly. Havass felt this
to be valid experimentation, vet he remarks that ™. . . it cannot be the
primary goal of programmers to have the machine compose pieces of
music because the whole process of composing cannot be formalized
and so the works which a computer can compose are only dilettante
works which fail to have the creative power and depth of a piece
composed by a composer.” Because of this attitude, Havass concluded
that computers are useful only in (1) correlation analysis between
synthesized and real music, (2) the statistical investigation of folk
music, (3) correlations of music to linguistic differences among na-
tions, and {4) the analysis of music theory.

Havass’ work, in actuality, bears close resemblance to the work of
Zaripov discussed above as well as to the earlier work of Brooks et al

"F. Kiefer (ed.), Computational Linguistics, Vol. 111, Computing Centre h"f
the Hunparian Academy of Sciences, Budapest, 1964 Relevent ﬂ"'-‘l‘-']e’_“ m this
Publication are the following: (a) M. Havass, “A Simulation of :\.‘hli“: anpﬂg:j
tion, Synthetically Composed Folkmusic,” pp. 107-128; (b) E. b‘ Ferentzy “]'.:
M. Havass, “Human Movement Analysis by Computer: Electronic Chnrmsrap ':
ind Music Composition,” pp. 1290-188; (c) P. Braun, "On a Human Movemen
Analyzer,” pp. 18g-204. :

g e Thie, "Computation Choreography,” unpublished m.tnu.l;i:npt. i

!u!' A. Thie, “Computers in the Art,” Computers and Automation, 10 (1951},
23,

" M. Havass, “A Simulation of Music Composition,” op. cit.
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discussed above. He adapted the standard Markov model of a musical
composition as his point of departure. He defined “vectors” describing
not only the standard musical parameters such as pitch, rhythm, and
intensity, but also constraints such as rules of composition or statistical
frequencies obtained by analvsis.

Havass also had to devise an input language with existing input
equipment because the input accordion mentioned above was not
operational at the time his work was carried out, The format of his
input is deseribed on Pp- 117-120 of his article. Finally, he devised
routines to obtain (1) pitch choices, (2) rhvthmic choices either i
relation to previous pitch choices or in terms of choosing "bars” or
“bar groups,” (3) form, and | 4) tonality. Form, of course, is defined
here only in terms of simple four-line folk tune structures. According
to Havass these svnthesized results were ]‘J-]il:n'{-‘i] at the L.F.M.C. meet-
ing in Budapest in 1964 and have been recorded on tape. I have not
heard these particular examples, but have heard samples of ceardis
tunes similarly prepared. Dr, Ferentzy has a tape of these Fnl‘ersp:.-rn'ﬁl
with standard cabaret tunes of this type. The purpose of this experi-
ment was to see whether the synthetic tunes can be distinguished from
the others,

In July, 1966, Ferentzy moved to the University of Toronto. He left
a progress report of his work at W’ashingmn State,"™ work he intended
to continue at Toronto, Al!hungh F{-runtz.y’s primary interest is music
analysis, & brief statement of his ideas scems useful here because his
programming could easily be adapted to composition as well.

In this report, Ferentzy said that he has developed a generalized
Markov analysis for the stylistic analysis of music that is realized as a
FORTRAN 1V program. Ferentzy claimed that this program permits
alternative schemes of analysis to be employed in contrast to other
existing programs all of which are confined to particular schemes of
analysis. Moreover, his program might be used to analyze the relation-
ships of not just pitches but of up to 16 different musical parameters,
and any combination of these. Thus far, he had made some test runs
of his programs using a limited set of tunes (about 100) as input data.

Anather feature of Fu[p“tz}"g progrim was its C;Ipzlhilil_‘r’ of ]-"jf:ng
used to search for “almost identical” musical examples, that is to say,
close variants, Intcrnn”y, the program stored musical data in a matrix

nE N, Ferentzy, “Progress Beport on the Project, Analysis of Musical Styles

!?]..' an Electronic Computer, Sponsored by Washington State University,” unpub-
lisheel report, Pullman, Washington State University, 16,
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form with rows of the matrix corresponding to musical parameters.
Equivalence relationships were then defined so that the model was
used to perform a generalized Markov analysis to any desired depth
and compute transition probabilities amonyg the stored parameters.

Ferentzy has also published an article ™' which discloses much of
the theoretical background of his present method of style analysis.
Moreover, in this article are presented cxamples of simple nursery
funes generated from data contained in his analytical matrices. He
was careful to stress that these are extremely primitive results of
stientific rather than aesthetic interest.

A third investigation of the use of computers for folk tune analysis
and synthesis Ul‘i.l[.{lljmtf_'.‘i in Czechoslovakia. This study was carried out
by Zdenek Fencl, a programmer at the Computing Center of “Business
Machine Enterprise” in Prague. In 1965 Fencl sent me a deseription of
his experiments in manuscript form.™ Since then he has published a
short account of his work.”™

Fenel has written an algorithm for the synthesis of melodies as a
test of the sufficiency of an analysis of simple Czech folk tunes. He
selected 8+ folk tunes possessing an A;A;BA. structure in 16 bars in ?
or ¢ meter and in major keys. He computed matrices giving second-
order Markov transition pmbuhilities for harmonic structure, rhythmic
duration, and melodic sequences. The matrix for harmonies was sim-
ple, since it was limited to tonic, dominant, and subdominant. The
matrices for rhythms and melodic tones were considerably more
complex, since -surne seven different rhythmic values and diatonic
melodic tones spanning an eleventh occurred in these tunes,

Fenel tested his results by the synthesis of numerous monodies
employing a four-part algorithm which consisted of: (1) the determi-
nition of the form, (2) the composition of the harmonic line, (3) the
selection of meter and the choice of rhythmie values, and (4) the
tomposition of the melody. In this ngurithln. the programmer could
choose the form and the meter while the computer generated the rest
of the material employing a Monte Carlo method of computation
that uses probahility tables derived from the frequency matrices ob-

HE N. Ferentzy, "On Formal Music Analysis-Synthesis: Its Application in
Musie Education,” li'umpu:a:im:af Linguistics, 4 (1965 ), 107. -

=y Fenel, “COMA, DE'.'i-r.'TiFliﬁt‘l aof the (_j,--”“rnmgr Music .-{ig;nrit]'!m, I:IIEnh-
lished manuscript dated June 1065 with “Results of the Computer Music Algorithm
C”mP"-'ﬁini.'. a Monody Containing 16 Bars,” dated May 1965 v el I |

A Fenel, "F{nr‘l‘sprlnuji:*r' algoritmus a obsah informace™ ("A Composing
Algorithm and Information Contents™ ), Kybemetica, 2 (1966), 243.
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tained from the analysis discussed above. Except for some adjustments
in composing the melodies, second-order Markov values were used
throughout.

He also computed information contents and redundancies by means
of the standard Shannon equation for each measure of the given
structure employing the matrices referred to above. A plot of redun-
dancies versus measure fluctuates as one might expect with maxima of
100 per cent being obtained in measures such as bar 8, where a
cadence is required. In general, redundancies were moderate and
were higher for digrams than for single-parameter choices,

One additional investigation of folk songs also originates from
Czechoslovakia, Sychra **' has computed the statistics of interval
usage in 576 Moravian folk songs subdivided according to type. He
has also analyzed rhythmic usages in 378 of these folk songs. The
songs are taken from collections of Poligek, Barto$, Janddek and
Vasa. Sychra’s main concern was with analysis including the use of
information theory to interpret the results; however, he also did a
certain amount of synthesis, that is, computer composition, as a check
on his analytical work. The programs for synthesis made use of fre-
quency distributions given in tables of datq published with Sychra's
article. He felt that the computer-composed folk tunes were not too
satisfactory and required a certain amount of touching up to be con-
vincing. He attributes this to the incompleteness of the compositional
programs in terms of defining all the factors that impart the style
representing the original songs.

Miscellaneous

This survey is concluded by listing misecellaneous publications
which refer but briefly or J'ncirlentaHy to computer music compaosition.
For example, articles not infrequently appear that are concerned with
the long-established tradition of regarding mathematics and music as
closely related. Articles that mention computers in this context include
publications by Cohen *** apd Coexeter.™ A similar example is con-

A, Sychra, “Hudba s Kvbernetika" {“Music and Cybernetics” ), Nové Cesty
Hudby, 1 (1g64), 234, p

i J'.E' Cohen, “Some Relationships between Music and Mathematics,” Music
Education J., 48 {Jan., 1g61 ), 104.

'IM LR} 1
= H. §. M. Coxeter, Music and Mathematics,” Canadign Music .6 (1062},
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tuned in a recent book by Portnoy '™ in which he considers the
relationship of music to science. Portnoy discusses “Music Machines,”
including under this title electronic music and electronic music syn-
thesizers as well as computer music, and gives a brief account of these
systems for composition and an evaluation of the way in which they
may affect the creation and performance of music in the future.
Sometimes, however, such articles are diatribes against develop-
ments in contemporary music. Examples include recent articles by
Missal ** and Lamb."™ Missal denounces developments such as seri-
alism and electronic music as well as computer music, Writings of this
kind have been criticized by Appelton,"" who at the same time seems
also to take a negative attitude toward most of the experimental music
he discusses. Among numerous other items, the IMliac Swite comes in
for criticism, being characterized as having “a monotonous texture”
and as being “dull because it satisfies neither aesthetic” of predictabil-
ity and personal choice or random choice. The composer is accused of
“wanting to have his cake and eat it too.” More recently, Appelton also
took a dim view of an oral report given on computer music."" Short
nontechnical articles that attempt to justity computer applications in
the humanities and music without really going into any details have
also appeared. An example is a recent article in Electronic Age by
J- A. Shaw. = li.l.*purts on current developments intended for an in-
formed musical public have also appeared. For example, Ivor Darreg,
a Los Angeles composer, has prepared rather extensive descriptions
and a useful commentary on many developments which he feels affect
the present state of music."™ Computer music is one topic he treats
among ather items such as electronic and conerete music, the Schillin-

! J. Portnoy, Music in the Life of Man, New York, Holt, Rinehart and Winston,
]':_bﬁ;]. PP- 171-181. : .

. Missal, “The Fallacy of Mathematical Compositional Techniques,” Ameri-
can Mugic Teacher, 12 {‘s;r;r._.I_J._-L-., 1962 ), 25.

"H. Lamb, “The Avant-Gardist—A Product of Process,” Music 1., 22 (Jan.,
1964), 22, ;

*J. Appelton, “Aesthetic Direction in Electronic Music,” The Western Humani-
ties jiﬂ'if‘u'._ 18 ':’]gﬁ.-i_l'. 345 . ot

H. Appelton, “Report from Yale: Festival of Contemporary American Music,
Cllr'rﬁ'l.l .\Ir.r.%irryfag”_ 3 {]uﬁﬁ}_ fis. sl

“*]. A. Shaw, "Computers and the Humanities,” Electronic Age, 24 |Spring,
156z ), 26,

L Darreg, “Special Bulletin of 1063 on Electronic Music, with Stl!rF]‘-""eI':j
March, 1966 and “Should Music be Composed with the Aid of “Systemst
Mimeagraphed manuscripts available from the author.
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ger system, unusual scales and temperaments, and so forth. Another
example is a recent article by Stockhausen,™ who reports to German
readers observations gathered on a prolonged visit to the United
States. He stresses the growing importance of automation to electronic
music processes, mentioning technical developments in Europe and
Japan, Although he is concerned primarily with automated processes
for electronic sound synthesis, he does briefly discuss musical antom-
ata and composing machines,

In 1g6o at the University of North Caralina computer laboratory in
Chapel Hill, T was given a proposal for programming sixteenth cen-
tury counterpoint by F. N. Young, Jr. Sample compositions were to be
analyzed for their melodic, harmonic, and rhythmic patterns in order
to assemble a set of tables of probabilities from which the computer
would select at random, sifting the selections for coincidence with a
set of basic rules of counterpoint. Thus, the experiment is reminiscent
of Experiment 1 and Experiment 2 of the Illiac Suite except that
weighted choices rather than random choices of parameters would be
screened through the rules of composition. I have not heard since
whether tangible results have been obtained with this program.

Finally, the survey is completed with references to several articles
taken from the bibliography compiled by Brook and Berlind, several
of which seem to be no more than brief news items. " The first two of
these, judging by the title and dates of publication, possibly refer to
Klein and Bolithe’s work discussed above among the older experi-
ments. The third and fourth of these articles refer to Barbaud and
Blanchard’s work mentioned in the section above on French experi-
ments. Two further listings ' are of perhaps greater interest, espe-
cially Leitner’s publication,

K. Stockhausen, “Elektronische Musik und Automatik,” Melos, 32 {1965),
337.

"% See footnote no. 1, and Anon., “Composer: The Brain,” Melody Maker, 31
(July 21, 1956}, 2 Anon., “Gulbransen Piano Used as Electronic Brain Writes
L000 Popular Songs an Hour,” Piano Revue, 115 (Sept, 1956), 21: Anon., "Les
PI]'IEE'IFH de Composition de g Musique Algorithmique par des Ensembles a
Traiter Trlufnnnatim." Electra Calcul, 4 (Mar~-Apr,, 1g62), 19; Anon, “La
Cybemnetique et Ia Musigue,” Disques (Aug., 1962 ), 58,

WP Leitner, “Logisch Programme fiir Automatische Musik,” Staatsprufung-
sarbeit an der Tech, Hochschule Wein, 1957; K. L. Hartmann, “Versuch efne

My;l‘hmmtimhe hIU—SikIth'EJH Lli‘lplih":‘litd l::Ig'|:]'|'|,I:ﬂ:;|-_|'_!:|tII Vicnnar K. L. Hartmann,
1562,
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MUSPEC

by JACK P. CITRON

The program to be described here represents an attempt to bring
the use of computers as a tool in musical composition closer to 1|'|IL‘
fealm of established musical thought. The user of this program is
tipected to think in terms of rhyvthms, Pih_'h:‘ﬁ, and chord structures
rither than mathematical functions of time, frequencies, and fre-
uency couplings with no voice-leading control. However, thiz does
fiot restrict his thinking to existing pitch systems, traditional rhythms,
i conventional harmonie forms. As such, the program may be used to
Produce results which conform to any style the user is capable of
iwﬁning or to advance musical thought in an evolutionary HpnRes.

The first of two blocks of data used as input to the program contains
Mlistic control information. In this data block, the user dz*ﬁ]?f‘ﬁ any
Pilch system desired, the subset of pitches which may be used in_r rfllﬂl'
"¢ selection, g scale of intervals from which root tome continuity
will be established, interval assemblages which define the nHm.l't*d
HMmonic structures, and voice-leading specifications which, i}es]d::is
“trolling the linear continuity of the voices that serve as accompant-
n, L'SI;b]ish the chord structures to be extracted from t_hr? v
Hamanic structures, Interdependent rhythmic and melodic mf:.:lr?rn.ﬂi
"0 to be used for melodization of harmony as well as the initia
Teherence rpot tone, chord structure, and voicing are also specified.

he second data block consists of any set of numbers at -
jllheﬂwr abstractly chosen or purposely contrived. This |‘.-]uﬂrk of ‘Ellm]:
" sed by the prﬁgmrn to serve as the selector control function. Flfi
Nmber s ysed by the various algorithms to establish 5m_-m_-55wch 1.:

" the raw material in the first data block the new root tone, the

TMonic structure built on that root, the voiced chord SEIUCw.d i

" imony, and the rhythmically ordered melody notes which are

o e : L
be P]"}"-'d with this accompaniment.
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In June 1967 the output of the program was a printed listing of the
notes and time durations in proper sequence (but not in musical
notation ). If the necessary hardware were available, the computer
could be programmed to convert this output into digital information
capable of further conversion to analog signals for recording purposes.
Until such hardware is available, the results must be transcribed into
conventional notation for instrumental performance—providing such
instruments exist,

Oddly enough, the original justification for developing these meth-
ods grew out of a study on the use of computers in aural pattern
recognition.” In that study, primitive hardware allowed investigation
of complex sounds but not with the complex temporal continuity
which characterizes music. The main feature of that study was to have
the computer convert information into sound according to various
algorithms, The user was then to observe by ear qualitative differences
capable of labeling or differentiating between various kinds of infor
mation. It is our contention that the less abstract the sound (the more
musical ), the less training an observer would need to carry out routine
observations with such a method. This naturally leads to the question
as to what general musical procedures can be used algorithmically to
convert abstract data into musically sensible sound, allowing of course
for the observer's musical heritage and experience. Experience with
nonmusicians who have written songs but need assistance putting
them into musieg] notation shows very clearly that our culture has
developed a subconscious harmonic sense which plays a dominant
role in controlling conscious estimates of sensibility in a piece of
music. This explains the rationale behind our choice of method, that
is, the composition of a voiced harmonic continuity and its subsequent
melodization,

We have used the program to generate and compare “thematic
motives” characteristic of such things as the persistent lines of chemi-
cal substances, the travel-time entries of the various phases of seismic
disturbances (the same disturbance as recorded at different observato-
ries and different disturbances as recorded at one observatory ), and
excerpts from lists of data representative of other phenomenological
recordings such as eiecrruc:lrdl‘ugmms, stellar luminosity plots, densi-
tometer tracings from various tvpes of spectroscopic studies, and so
on,

*]- Citron and A Hurwitz, “Use of con i ecognition,”
: Ise iputers in aural pattern recognition,
IBM Los Angeles Scientific Center Report 35.017, 1966, i
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Although at present, these techniques are being used only for
musical purposes, in the near future, when hardware for on-line sound
production is readily available, practical technological use could also
be made of such methods to perform rapid diagnosis or qualitative
analysis of incoming signals. Incidentally, this projected use of the
program as a “musical spectroscope” suggested the name, MUSPEC,

In the following sections, instructions for using the program are
combined with explanations of what the user might consider state-
ments in the MUSPEC language. These statements make up the data
for the program. The use made of each statement is described along
with the input card format.

Tonal System

The pitch system in which the music is to be composed is given
symbolically in the composer's own mnotation. At present, he may
specify up to 24 two-character symbols. We intend to increase this to
at least one hundred symbols shortly. In the following three examples,
the first illustrates one way of entering the seven-note scale: C, D, E,
F2,G, A, Bp. The second is the twelve-tone scale, and the third might
fepresent an octave of quarter tones.

TONSYSCDEFS G A BF

TONSYS CDFDEFEF GF G AF A BF B

TONSYS C C* DF *D D D* EF® E E E® F F* GF *°G G G* AF *A
AA*BF *BBB® (ona single card )

The only fixed part of this format is the mnemonic “TONSYS" starting
in column one of the card.

The tones named on this card will be referenced on other data cards
and ﬂimughnut the program by their numerical positions on the
TONSYS card, For example, pitch number four implies the symbol
S froen the first card, “EF” from the second, and “°D” from the last
of the three cards shown above. The program converts ol xoaspited
notes back into the symbols read in on the TONSYS card for the
Privted output,

Note that there s no reason other than convention to order the
pitcheg monotonically according to frequency. Thus the pitch system
itself could be g spel;iﬂc‘ tone row or even contain certain notes more

00 Tt 1a sl possible. to enter octave spec_-iﬁcatinnr*: here, and
this is gr main reason for increasing the size of the pitch system
Which cap pe read in,

B T = === el St M 0
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Root Tone Scale

The scale of allowed root tones upon which chords may be con-
structed is entered on one card. The mnemonic starting in column one
for this card is the word "ROOTS.” The order of the entries following
the mnemonic is of sigmificance whenever root tone cyele continuity is
being selected. The entries themselves are numbers corresponding to
pitches named on the TONSYS card. Examples of the ROOTS card
could he:

ROOTS5111976732
ROOTS 362514
ROOTS 1 2345678g91011121314 . . .

The highest value entered. however, must correspond to an entry on
the TONSYS card. The first note of the root tone scale is used as a
reference root during the very first calculation of harmonic mlllfﬂ“ftf'
Thus, the first chord actually to appear as output is computed as being
some interval away from the first root in this scale.

The Scale of Root Tone Progressions or Cycles

The numbers punched in the CYCLES eard give the allowed root
tone progressions according to the ordered root tone scale. Consider as
an example the following set of three cards.

TONSYSCDEFGAB
ROOTS 341625
CYCLES523525

Suppose the first cyele selected by the program from the CYCLES
card is 3. Since the reference root is the first ROOTS entry, 3, the first
caleulated root tone is 6 {which is 3 steps away in the root tone scale)
or the pitch A. If the next eyele selected is 2, the following root will be
5 or the note G. Now a eycle of 5 would specify the root tone number
2 or D). Notice that in this particular example the choices of cycles are
effectively weighted 5: 2 : 4 according to the frequency of oceur-
rence of the entries 5, 2, 5 in the CYCLES card.

Harmaonie Structures

U[} to t“’[‘.‘f"v'l." ["{lI‘l‘l.‘F I'.I']'ﬂ}l ]:(_- llﬁt‘d, E"i;l.ﬂh S[J{,"[']-f}'if]g a ]]nrmﬂﬂ]{:
structure. Structures are defined by numbers which enumerate the
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mtervals (in the TONSYS scale) separating consecutive notes of the
structure. Consider the following two cases.

1) TONSYS C DF D EF E F GF G AF A BF B
ROOTS 1 45 79 11
STRCTR 4 3 3

This structure card specifies a seventh chord of the same type built on
any allowed root tone, for example: (C, E, G, Bh), (Eh, G, Bh, Dp),
and so on,

) TONSYSCDEFG A B
ROOTS 1 2 3 456
STRCTR 2 2 2

Here the structure depends entirely upon the root tone chosen, for
esample: (C, E, G, B), (D, F, A, C), and so on,

The information on these structure cards is used for melodization as
well as harmonie composition. Certain members of each structure can
be referenced on “voicing” cards to constitute actual chords, while
“melody” cards will designate structure entries to fulfill the melodic
function. All structure cards for a given nm should have the same
number of entries. There can be up to eight intervals in any structure.
This limit of eight as well as the limit of twelve structures per run can
be increased if desired by some simple program alterations. In order
to weight the probability of choosing particular structures more heav-
ily, their respective STRCTR cards may appear more than once in the

same data set. A structure such as: i

STRCTR 4343

will control the construction of a harmonic vector with five compo-
"ents. The currently selected root tone is structure component one.
Em’m"l‘llt two is H-'I(' note which lies an interval of four units away in
the pitch system ( TONSYS card). The components numbered 3, 4,
and 5 follow, separated by intervals of 3, 4, and 3 respectively. Now,
for Purposes of voicing and melodization, the structure will be refer-
tnced aceording to its five components regardless of the actual notes
which the components in turn reference.

Vm'm'ﬂg the Harmonic Continuity
'\'ﬂir.‘fng cards, as already pointed out, isolate the structure entries
Which will actually be used for chords. In addition, they control the
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voice leading between chords. The position of an entry on the voicing
card implies the note of the structure in the present chord, while the
entry in that position gives the structure note in the next chord to
which that veice must move. Thus the card:

VOICNG 13 4 2

controls voice movement as shown below.

Old structure component New structure component
1 1

-]
4 L3

3
4

]

The card shown also implies that chords in this run contain jost four
notes. All such cards in the same run should have the same number of
entries with a possible maximum of nine. Up to twelve VOICNG cards
may be used in any run. Relative weighting of the various voice
leadings can be accomplished as in previous cases by using multiple
copies of certain cards,

[t is important to realize that no entry can appear twice on the same
VOICNG eard, and no numbers may be skipped as entries, In order to
get chords with doubled functions or skipped functions, one must set
up the STRCTR card to provide unique consecutive numbers for each
chord component. For example:

STRCTR 4539---
provides a major triad with doubled third as the first four structure
notes in the twelve tone system. Similarly
STRCTR 46 4 - - -
provides for a ninth chord in four part harmony. Thus, one need never
use invalid cards of the following types:
VOICNG 2 1 2 3 (invalid because “2” appears twice )
VOICNG 1 3 4 5 (invalid because “2” is 4 skipped entry )
Voicing the First Chord

The card used to carry out this function takes on two forms:

1) CHORD1 1 3 4 2
2) CHORDP 1 5 4 2
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The first card simply states that the initial reference chord {used to
caleulate the chord which will actually appear as chord number one in
the output ) is ordered: root, third structure tone, fourth tone, second
tone. The second card shown above gives the same voice ordering, but
the P in column 6 of the card also causes structures and root tones to
be “Phased” in all calculations, The most obvious way to employ this
feature is to use as many structure cards as there are root tones and
order them so as to correspond in the desired fashion. For example:

TONSYSCDF DEF EF GF G AF A BF B

ROOTS 1 10 § 6 5 n

STRCTR 4 3

STRCTR 4 3

STRCTR 4 3

STRCTR 3 4

STRCTR 3 4

STRCTR 4 3

CHORDP 1 5 2

These: cards assure that whenever a chord is built on C, A, G, or D, it
will be 4 major triad. Chords built on F and E are similarly guaran-
teed to be minor triads, Had CHORD1 been used with the same
structure cards, major and minor triads would be selected with a 2 ;
prﬂ|mhi]ll‘.}' in favor of major (regardless of the root tone ) because of

the ratio m'majnr structure cards to minor structure cards.

Basic B fiythmic Gron pings
Bhythms are handled in two levels of control. The “basic rhythmic

Eroup” cards outline an overall or “macrorhythmic” control.
BSCGRP 2,6/1,4/1,5.2

This card first establishes two units of time (bars or beats or what-
Ever the composer has in mind as a unit) which may m—;ntuin_up
02 maximum of six attacks. This is followed by one unit of time
]:'f:’-{i!}r};'ng with a chord ch-‘i]]gp [_t.]’uu;t”q*d h\ the ]'I'Il.tul? qign} ;J!'I[i
tontaining up to four attacks. Another single time unit follows with
4 maximum of three rhythmic attacks and a minimum of two attacks
specified, '

In general then, the first numeric entry on a BSCGRP card always
“mmands 5 chord change. Any negative duration entry does n:!.w.
Maximum attack numbers must be specified following each duration
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entry. Minimum attack numbers come next but are assumed to be ane
if omitted. A slash separates consecutive groups of three items—dur-
tion, maximum number of attacks, minimum number of attacks—and
the third item may or may not appear explicitly in any group. As 2
second example,

BSCGRP 47.3/—25,2/1,2/1.1

provides for four units of time with from three to seven attacks
followed by two units which begin with a change of chord and
contain from two to five rhyvthmic attacks. Next is a single time unit
with one or two attacks and finally one more unit duration with a
single attack.

Spaces are optional between numeric fields here and may replace
the commas shown. A slash may be replaced by a dollar sign ($) if 2
continuation card is required for the next group of three items. Up to
48 entries—16 groups of duration, maximum number of attacks, and
minimum number of attacks—may make up one BSCGRF statement
and may run over as many cards as are required.

Relative Durations

"Microrhvthmic” attack pattermns are specified as relative duration
groups. It is easiest, but not necessary, to break these down or expand
their time values into integers. That is, either series of notes shown

5 e R 4 e 4
0805 NS A Ul T s )

can be deseribed by the following card:
RELDUR 3122 —1322

Note the use of the minus sign to specify a rest of the given duration
(—1).

In execution, a basic thythmic group is selected frst. Then a relative
duration group is chosen. This choice is checked against the first of
three {(or two) fields an the BSCGRP card to see if the number ot




MUSPEC 105

attacks (including rests as attacks) falls within the specified maximum
and minimum. If it does not, another relative duration group is
selected and checked. If none of the RELDUR entries are found to be
satisfactory, a message to this effect is printed, and the job terminates,
When a group with the necessary qualifications is found, the relative
durations are assigned absolute values to fit within and 61l out the
fixed time span given by the basic group duration entry, For example,
the above RELDUR card would be acceptable for the first field in the

card, as
BSCGRP 18 / —2 10 4/ =18

The durations would become 3/16, 1/16, 1/8, 1/8, —1/16, 3/16, 1/8,
1/8. The next group of fields on this BSCGRP card then goes into
effect, and a new RELDUR group is selected. For our convenience,
Sippose exactly the same group used above were selected again. This
time the durations would be set to 3/8, 1/8, 1/4, 1/4, —1/8, 3/8, 1/4,
1/4. Now the next set of BSCGRP entries becomes effective, and, if
the same relative duration set were again chosen, it would be rejected,
because the maximum number of attacks allowed here is six. Thus
inother relgtve duration group would be selected to complete the
specifications of the basic rhythmic group. When the BSCGRP is
completed, another is chosen, and the entire process is t‘t‘{h‘iﬂt‘d-

One further teature of the RELDUR card allows the composer to
foree certain microrhythms to apply to particular macrorhythms. To
e this feature. one punches any nonblank character other than a
tumber, minys sign, or decimal point as the last entry on the card.
This card s then restricted in its use to apply only to the previous
BSCGRP card throughout the program. To apply one rhythm to more
than one bagic rhythmic group but not all, the card containing that
thythm ( HEL])L"I-{} must be duplicated as many times as required so
% to have one in the data block for each of the BSCGRP cards in this
Qar['gﬂr}._

.Unfarfy

HE]DﬂiES ire entered as strings of integers representing notes se-
eeted from interval structures.

TRCTR 434 432
\CTR43532
MELODY 2 5 45, 56
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If the first structure shown were in effect and built on the note c in the

twelve tone system when the melody shown was selected, the melodic
result would be:

E Eb B Ap Ap G Fz

If the first structure shown were in effect and built on the note C in the
melody would be:

E Dj Bp Ft F2 G Eb

Without other specification, a melody once chosen remains in effect
until the relative duration group in effect has been satished, However,
an alphabetic B or C miy be punched as the last entry on a MELODY
card to signify that this melody, once in effect, is to remain so unt
the current "Basic” rhythmic group or “Chord” structure is completed
In any case, the melody is cveled over if necessary until a new choice
must be made because of the macrorhythmic specifications.

The composer can phase the melodic lines punched on cards with
either the macrorhyvthms or microrhvthms (or both) by using the
same number of melodies as rhythms of the desired type(s) and
ordering the cards of the two (or three) classes in a L'[JTFE’SPUNH]JI-r
manner,

Lines

The second data block is preceded by a card with the word
“LINES™” starting in column one. l]t‘l't‘.‘lftt'!’,r we'll refer to this block as
“line data.” Anv comments desired for printing as a heading on the
musical output may be punched after LINES starting in column eight.

Up to ten cards may follow with 14 numbers on each fitted into 2
FORTRAN 1415 format. We'l refer to these numbers as “lines.” The
last card of this block must have an integer from 1 to 3 Flll]t‘h”‘! in
column 72, If a 1 js used, another set of line data must follow
immediately, begining with the card containing the word LINES. A
3 is used to indicate a whole new d

ata deck follows—new musical
information and new lines,

A 2 means that no more data follows.

The numbers comprising the line data are taken one at a time and
used to select material from the musical data. The methods used to
choose say a particular structure out of the N structures read in as
data are similar to those which musicians use in decoding chordal
notation into scalar notation. For example, conventionally speaking.
we immediately recognize the ninth chordal tone as the second scale
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step. But the general method used is to compute the scale step as the
residue of the ehord tone number {g here) modulo 7 (the number of
unique scale tones ) with unit index ( first scale step is numbered 1 not
o). Thus if g chord structures are read in, and the line data entry is
137, structure number 1 is selected since 1 is the residue of 137 modulo
9 ( with unit index ),

The actual choice of material starts with the selection of a root tone
cycle from the cycle scale (which was read in as data on the CYCLES
card). This cycle is defined as the residue of the first line entry
modulo the number of cycle scale entries, This establishes the next
ot tone. On this root will be built a structure selected from the
structure Iist—mnsidtrring this list as a kind of scale—and using the
same ling in exactly the manner already deseribed. The voicing choice
is made next by the same method, and thus the chord is specified in
detail. Next, a macrorvhthmic selection is made. A microrhvthm is
then chosen and tested against the macrorhythmic specifications as to
masimum and minimum numbers of attacks allowed. If the chosen
microthythm does not satisfy the specifications, the next one in the
microrhythmic scale or list is-h::,tud, and so on until an acceptable one
is found (or all are found unsuitable causing the program to stop with
an ‘.'Ip]:tlmlm}' error message printed out ). Finally, a melody selection
is made from the list of those entries, and we now have a complete set
of musical entities in force.

|1.'lsicati}-_ each line is used to establish a chain of chosen items as
outlined in the previous paragraph, Situations can arise in the course
o the program execution where the members of the chain are not
quite as outlined above, For example, if an intermediate duration in
the current macrorhythm calls for a new chord, the next line in the
line daty dssumes f_;:lntmh and new root tone cycle, structure, and
Voicing selections are made. The same macrorhythm is still in effect,
d processing continues as before. Microrhythms are chosen when
Ppropriate according to the code (or lack of one) specified when
the current one was read into the computer. ;

The chain of selections triggered by a given line is unigue g
deg&'ﬁ depending on certain “scale” sizes and whether or not th“"
8" s requested on the CHORD:1 card. Phasing keeps each line
Cimistg throughout the time it is in control. When not Ph"sefi’ o
Valye of each line is purposely modified after certain SEIECHOHH_ in-the
L'hiil'l]. in order to prevent such Phﬂ_{ings in cases where coincidental
ale gipac would cause them. Whereas quite different lines could
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reduce to the same residues with phasing control, modifying these
lines by dividing them by the same number ( say the number of entries
on the CYCLES card) and then taking residues will usually give
different results. Now, dividing these numbers by the number of
structures, before taking the next set of residues, makes equal results
still more unlikely for the next calculation in the chain,

Summary

A minimum set of statements has been described which forms the
nucleus for a musical composition language. The statements are col-
lected for reference purposes in Table V-1. The data cards used to

Table V-1. Statements in the MUSPEC language

Statement type Entries * Statements {
(N} ("
Block 1 %
TONBYSCDEFF ... 294 1
ROOTS 1311257 ... 24 1
STRCTR 1 512 10 3 8 12
VOICNG 132 4 9 12
CYCLES 223 5 12 1
CHORDx§ 1325 9 I
BECGRP 2.6/—142/1.39 (&) 48 16
RELDUR 522111 —4 (o)¢ 16 20
MELODY 132554 (5)* 16 20
Block 2
LINES (comments for printing) - -
1078 3424 7651 82 8 . . 14 10

* Maximum number of entries per statement,

t Maximum number of statements of this type per block,

 Order of cards in Bloek | does not matter except where specifically required for
phasing purposes,

§ Here z equals 1 or P for unphased or phased.

"Dollar sign (8) in place of alash (/} indicates data continues on next card.

# If 2 {any alphabetic) is used, this rhythm applies anly to previous BSCGRP card.

** Here x can bo B, C, R, or blank.

" Fill fields from beginning with FORTRAN 14115 format, Last card has 1, 2, of
3 in column 72,

produce a short example (actually part of a complete composition)
are listed in Figure V-1. The Iength of this example is controlled by
the number of “lines” in block 2z (the five numbers on the card
following the LINES card). Each set of data produces five melodized
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chords for output. The second data set was constructed from the firt
by replacing certain rhythmic and melodic information with accepti-
ble contrapuntal values. Thus. the two cases produce individual re-
sults which may be played simultaneously. Figures V-2 and V-3 show
the two sets of computer output, and Figure V-4 gives the musical
transcription of both showing the common harmony and labeling the
melodies 1 and 2.

We felt such a language was necessary for two somewhat related
reasons: first, to pruri—[i:- the majority of professional composers and
drrangers in our culture with a means of communicating in a natural

LINE = Jalé
CTad & CHORED [ E q
.7 ALATS B.0 LUBDIVISIONS
AHY T = (L. T %53 150 0.53 €.%4 s 50
WFLONY = G A 1 [ b I "
LinE = N
ROUT = aF CHORD = OF §  &F B
T+ DEATS &0 BUBDIWI ST NG
THY T & Q.50 0.59 |.08
AFLAAY & o [ GF
¥ LINE = THEE
FINT & GF CHORD » OF £ &F AF
£ REATS .0 SUADIVISIONS
HHYTHS & .56 %0 .00
SILADY = Gk c
£ Ling = 109
WIT & 3 CHORG = &' B aF ne
%0 BEATS B0 SUBDIVISIONS
AHYTHY = Y+80  7.50 1.%3 o.5p 0.59 a.%0
ELADY = aF o 1F B DF n
Ling = 1793
FIAT = (HOALG = R O ® aF
&.7 BEATS Lo SUBDEV]STONS

THYTHY = 4.9
FLAOY = T

Figure V-a, Cumputer output from MUSPEC example

way with computers, and second, to speed the day when the average
man can hear 3 Piece of “computer music™ and not be foreed to agree
with those who hold that technological progress implies the defeat of
the human spirit. Further, we felt these statements formed a sufficient
set for the fullmving reason. Unti] sound-producing hardware is avail-
able at our installation, there is little point in constructing routines to
coniral properties dimt-tl}* associated with the output wave form such
as timbre, volume, accents, vibrato, and so on. And since the COmps-
er’s logical methods for orchestrating the harmonic accompaniment
depend very strongly on such matters, we have chosen to leave the
harmonic output in its present primitive form. Various schemes con-
cerning these matters and others (such as basic compositional proce-
dures other than melodization of harmony, and operational methods
involving group theory and matrix representations) have been
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Figure Voy Musical transcription of computer output for MUSPEC ex-

"!:'J‘?" {Figure V.z)

5

and of counterpoint for MUSPEC example (Figure

. 3 i PR TR o
L i!:”"r“'; common harmony and labeling the melodies "1™ and "2

planned to some extent in the hope that we will be prepared if the
Hima L s PR SRR e
"M should arrive when we can direct more attention to this fascinat-

ing field,
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Webern’s Use of Motive
inthe Piano Variations

by MARY E. FIORE

The recently discovered sketches of the Piano Variations, Opus 27,
have established that Anton ven Webern composed the first twelve
measures of the third movement as the theme of the composition. In
the first three measures of this theme the motives which constitute the
Source of the twelve-tone row and the basis of the entire composition
are stated, The very first sketch for this composition is of the source
motive and the resultant twelve-tone row. It is reproduced with the
final version of the same passage and analytic data (see Figures VI-1,
V12, and VI-3). The first motive—the first four notes of the third
movement—is used in the completed score as first stated. The other
possibility sketched by Webern, f'& as a replacement for the d'p,
forming tritone with the bg rather than the minor third, does not
ftappear in the sketches.” The second motive, five notes—notes five
through nine of the third movement—was subjected to eleven revi-
sions. The resultant row was revised almost that many times, In each
"evision, the motive and then the resultant row is sketched. Again the
Minor third seems to have been a goal, although both the minor third
and the tritone are emphasized in the final version of the second

" The composer’s sketches for the Piano Variations were made available for £ bis
sty th“:'l-lj_!l'l the courtesy of the Moldenhauer Archive and Universal Edition,

. €. Vienmy. _
" The fﬂlhlwing svstem of octave designation is used throughout this article.
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CLASSIFICATION UIF MOTIVES
INTERVALS 1IN SEMI=-TINES

CLASS CHURD TYPE CHOURD
INTERVALS MELODIC MOTIVE

K1TuNE Bellelde?9, ITHEFEIM2 1 }59L1 2+ 5320, 4RL 1 25 45%B 4 30%0,

MiNug 3 Sel3a 16, [THEMEIMI ) 1AA®H A3L11 +55%R52L 11
Bellalt,2y, [THEME({M2) 159L12453%Do&HL12 s 45%E o 302D,
19,32, [THEME (M3) jAZ=A,61L13,50L13,

BUTH ballele, 29, [THEME[M2) )59L172,5320,4BL12 4528 ,30%0,

HEHEWM, PlAMD VAHIATIONS: 110s 1=%, THEME

Figure VI-3. Piano Variations, computer output of theme

motive. The last three notes of the twelve-tone row are not identified
a5 4 third motive in the analysis. New intervallic relationships are not
stated. These notes, measures four and five of the movement, were not
the focus of the revision. The motives are delimited by silences and
changes of dynamics,

Analysis of groupings of three or more notes indicate that each of
the ten variations—three in the first movement, one in the second
movement, and theme with five variations in the third—with the
exception of the ninth, is delineated by a distinctive use of the char-
icteristic intervals from one or the other of the two motives. The
Usage is summarized in Table VI-1. The three-note groupings defined
are chords and melodie groupings delineated by slurs. The unique
identity of each of the ten sections, nine variations, and theme, is also
defined by texture and rhythm * and by the composer’s labels in the
sketches, Relatively few defined three-note groupings with neither
tritne nor minor third among the intervals are used in the variations
an.Ll_-_ch_

The use of the minor third in juxtaposition to the major seventh in
‘ontrast to the tritone is a focus of the composition. The minor third is
cmphasized and “sealed off” at the final cadence.' The change in
Webern's late works from an emphasis on the preferred tritone, hﬂlf-
“-0ctave,” to the minor third in juxtaposition to the major seventh is

”‘..‘erin Klammer, "Webern's Piano Varigtions, Op. 27, ard Movement,” die

“lhe, Val. 11, 81-ge,

" Anton Webern, The Path to New Music, Bryn Mawr, Pa., Theodore Presser,
196.3, P- 52. {

r"jﬁir.i'., P 55.
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Table VI-1. Summary of source motive usage by varation

Characteristic
Source  Type of interval

motive  grouping {in semitones) Variation Movement Messures

2 Chord Tritone(6) 1 I 1-18
1 Slur Minor third(3) 1
2 Slur Tritone(f) 2 I 19-34
2 Chord Tritone() a I -
1 Blur Minor third(3) 3
2 Chord Tritone(§) 4 11 -2
1 Melody *  Minor third(3) theme 11 -2
2 Tritone(i)
1 Chord Minor third(3) fi I 13-23
2 Elur Tritone(f)
2 Chord Tritone(f) ¥ 1 -3
2 Chord Tritone(6) 8 11 H-H

Not defined in these analysest 0 111 45-53
1 Chord Minor third(3) 10 Il 36-06

Slur

2 Chord Tritone(d)

* Bilence delimited melodie Eroupings isolated in the compozer’s sketehes. !
.ﬂ he grouping of notes and the relationships among the groupings wsed in the
ninth variation are based on principles not yet defined in these programs.

demonstrated in this work." The technique of using two closely related
motives as the theme for a set of variations is completely developed in
the later Variations for Orchestra, Opus 30." The use of intervals as
structural determinants and the change of focus from the tritone to
the minor third are thus interpreted as part of the meaning of We-
bern’s statement to the poetess, Hildegarde Jone, that in the Piano
Variations he had achieved something that he had had in mind for
Years.®

The advent of high-level, nonnumeric programming languages has
made jt possible far the musician to use the digital computer 10
analyze music using his own analytic techniques. It is no longer
necessary for the researcher to think of his analysis in terms of the
data structures of tangential disciplines. He can now analyze musical

Mu.ﬂm' Her;f:i‘.'zflise:}'-ﬂ-gur' L“Da Schoenberg a Webern: Una Mutazione,” Inconini
. iore, "The Variation Form in Webern's Oeuvre,” read at The Fourth
Webern [n:hemalionu] Festival, August 1968,

* Frederich Wildigans, Anton Webern (tr. Edith Temple Roberts and Humphrey
Searle}, London, Calder and Boyars, 1966, PP. 147-148,
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events—chords, motives, dynamic changes—and their interrela-
tionships in terms of only the basic premises of music analysis he has
adopted.

The data structures of mathematics are useful and appropriate for
analvses making use of the principles embodied in them. However, to
be forced to use a data structure that does not reflect the intrinsic
structure of the data or the rationale of the analytic procedure being
used is at best inconvenient. In using SNOBOL3 Programming
Linguage * the musician is permitted to work with music on its and
his own terms: he may use data structures borrowed from mathemat-
ics, define his own structures, or program the computer to define
structures based on and developed dvnamically by the analytie proc-
ess jtself,

An analysis of the entire score of the Piano Variations by Webern
for hummn_x' as & function of the theme and variations form was done
entirely by digital computer using the SNOBOL3 Programming Lan-
guage." Tt was possible to program the analysis using only music
analysis techniques and structures, The computerized results con-
firmed the noncomputerized analysis ' as well as the impression of
listener and performer. One would have been alarmed if it had not
been thus. That the results of this SNOBOL analysis of the Piano
Variations reflect the composer's intent is documented by the sketches
which have recently been made available,

The analysis consists of three main programs, each of which is
comprised of several smaller units of program. The first main program
relates the encoded staff notation ™ to another code to be used in the
analytic programs, and groups notes according to changes of dynam-

"D. . Farber, R. E. Griswald, and 1. P. Polonsky, “The SNOBOL3 Program-
ming Language,” The Bell System Technical Journal, July-August (1966), Sgs—
544

¥ The author gratefully acknowledges the assistance of Anthony H:al:s!!ml,

itector, and the staff of The Computing Center of State University of NEII‘-' York
# Buffalo. The Center implemented and up-dated SNOBOL3 for this project. It
itlsg Provided the use of un ATS terminal for the preparation and E’lmiT:‘—E of the
Mikuseript, The Computing Center is partially supported by NIH Grant FR U:J:Fﬁ
nd NSF Grant Cp s675. The project was also partially supported by a grant-in-
id from The Research Foundation of State University of New York. 3

M, E. Fiore, “The Formation and Structural Use of x.'nrt[r_._-,l.CnnﬁtruC“ s
SOENM Serial Compositions,” unpub. dissertation, Indiana '[In[vt'l!‘_it‘fr 1*_‘!5.’5'- fo
! author is grateful to Stefan Bauver-Mengelberg and Melvin Ferentz for
cruction in the use of their Ford-Columbia representation and t.“ .-'k]|£:ll1 Fﬂ:rh?
° Wtruction in the use of the SNOBOL programming language in conjunction
With the music representation.
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ics and tempo, A second code is needed in order to extract pitches
from the staff notation with its unequal whole and half steps and clef
changes. The originally encoded staff notation is preserved in order to
refer to the composer’s spelling of chords and disposition of notes o
the staves. The codes are not translated but only referenced one to the
other. Thus, an exact mapping of the analytic evidence to the original
score is always retrievable,

Each event in the referenced code is read: PITCH(POSI-
TION ( DURATION ) JARTICULATION. The referencing of a staff
code into a pitch code associates the effective clef with each note,
assigns a specific pitch code to each note and deletes the accidentals
Identical pitches governed by different clefs are equalized by adding
2 constant, 12; identical pitches governed by different staves, upper or
lower of the two-stave system, are equalized by subtracting a con-
stant, 50, from the notes written on the lower staff. The octave of the
partially processed staff-notation code is determined by dividing the
code by the number of codes in one octave, =, and redetermined in
the chromatic scale by multiplying the quotient by the number of nctes
in the octave, 12. The remainder in this division process is used as an
indirect reference to i staternent assigning the proper number of
half-steps to each interyal above the note of reference, £

A double-digit number js arbitrarily assigned to each note, twelve
different notes and twelve different numbers defined in cach octave.
The code, 6o, is assigned as g' on the treble staff, thus, 7z as g", 84
as g'"', and 38 as g. Distinctions between enharmaonic ﬂ]“i"ﬂ]fmg:
for example, 68 a5 e"h or d"4, are retrieved by referencing. Twelve
POSITIONS are defined in each measure of the Bfth variation, first
variation in the third movement. The number of POSITIONS in each
measure is variahle dependent on the configuration of note values
used in the context ™

The second main program, which accepts the results of the main
PYOEram as input, locates chords, simultaneities, of a specified number
of notes and duration, and groups and names them according to the
constituent intervals. The figuration used is a twelve-note variant of
the seven-note figured hass notation of diatonic music, for example,
the major triad in twelve-note figuration, 7.4, and the same triad in
figured bass notation, 5,5,

The pProgram defines chords resulting from overlapping durations.

YAllen Forte, “A Program for the Analytic Reading of Scores,” Journal of Music
Theory, Fall 1966, PP- 330-364. : ]
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In addition it deletes notes from chords at the positions at which the
duration is no longer effective. It was not programmed to specify the
chords that are simultaneously articulated. This program also identi-
fies silences throughout the texture, inserts markers, and deletes the

rests,
Bl oot all S rmiies o s
s 8 s ants
115 el

—— E
___1_'&;'_’_.__" i ‘ :

h‘d 10 Min,
#E 123 “-—-'F
111 127

SAMPLES OF EACH OF THE FHOGRAMS

STAFE WOTATION IN FUOKD=COLUMBIA REPRESENTATION
[MENT

W2 Pl T 87 lH, RO, AN IM, =Y TAsH TISH AR +HFH y, HUy S4=0%1, 11=047
Wikly HHoRRy fBAGRH RO, TTRXF (#VPRPEVARSHLAL, KOy 23%KGs24=0,
Pnﬂaln~u¢n.hﬁ-uLﬁL¢Uf KHyHHy #/

ANALYTIC CODE
INTERMEDLATE OQUTPLUT

SIR10914) k(1109121 ,60(1111041,5T(11111414490(1111418,RI(11
TIENRIIELSI2)  SBIL115)2)80,53 01115120 44701115021,ALILLTIG1,RIL]
o Ll Bh R I12108) W RI{T2107) 3101012304 ILALR(12512)n211127)2]
RS TI12T12) 05101127021, 2R1 (12712120LA1RI(129)814RIT12914) 47/

EINAL OUTPUT
CLASSIFICATION DF CHIRDS AND MOTIVES

LLASS CHUND TYPE CHIIRT
INTERVALS SELONIC MOTIVE
T4 Tung belly (1001151 158%0:53:47 4
MMIR 3 3,00, PLOE111) 1 A0, 5Te09%H,
(AT L3 el 5Tea9%H,y
3, (1031 23)31LA1+7BLEL*D,
Bally36, (1001271 1A220,54+5142A%0LAL

WEHERN, PIAND VARTIATIONSy [1Is A5=hf

FE;'-._THF(-' vf-.;. Piano Variations, measures 65 and 66, with Si‘l.l'lﬂl_'-l:lrf'.-q of each
1”.! the programs. Musical excerpt is used by permission of the original pub-
isher, Universal Edition A. G., Vienna.
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Melodic motives, identified by slurs in the score, are also retrieved
from the second main program. The Ford-Columbia Code provides for
the marking of slurred notes with an L, mnemonic for ligature, and an
identifying number. The location of the first and last notes of any
slurred group is trivial. The intervening note in three-note slurred
melodic motives was defined to be a note with a POSITION larger
than that of the first note of the group, smaller than that of the last, or
other tagged note of the same group, and not bearing an L number of
its own.

In the third main program, the grouped notes, chords, and shurred
melodic motives, are classified by intervallic structure, that is, groups
with minor third, with tritone, with both minor third and tritone, and
with neither minor third nor tritone. The figured basslike notation is
used for CHORD TYPE. Thus, the silence-delimited first motive of the
theme is analyzed as 5,13,16, CHORD TYPE, five semitones from the
highest e'"h, 68, to b'h, 63, thirteen semitones from the same e to
the d'y, 55, and sixteen semitones from the same ¢'p to the b, 52
See Figure VI-4 showing measures 65 and 66 with samples of each
of the programs.™

The groups of notes that include a minor third are identified with
the first motive of the theme, and those with either tritone or both
tritone and minor third are identified with the second motive. Few
groups of notes with neither of the two isolated intervals are used in
the Piano Variations. In the tenth and last variation, only chords
considered to be derived from one of the two motives are used. The
minor third of the first motive is used at the final cadence, to “seal off
the first idea.

(fﬂmputerizod, nonnumeric analysis is an invaluable aid to both
analytic and historical musie research, Any analytic process that can
be defined and executed on a music score can be pmgrammed- Ana-
Ivtic evidence of an entire composition, even an entire peuvre, can
now be based on explicitly stated eriteria, structured and restructured
according to various hypotheses, and mapped or directly related to the
original score, ]

H;n‘" author’s programs in SNOBOL3 for the [BM 7044 are available on Te-
quest.




wmn CHAPTER VI

Toward a Theory of
Webernian Harmony, via Analysis
with a Digital Computer

by RAMON FULLER

Almost all music composed between 1600 and 1900 is described by
classical harmonic theory in the following way.

First, it consists of a succession of well-defined sets of tones { called
‘triads” and often sounded simultaneously as “chords™) which suceeed
each other according to fairly well-defined rules and help to establish
a key center, Second, each chord contains or implies a root tone which
partly absorbs other tones in the chord into its overtone series { or into
the overtone series of one of its lower octaves }, and, third, every tone
in the music (with almost no exceptions ) is related to such a chord,
cither by being a fully consonant member or, if dissonant, by resolving
0 & chord member. Specific rules were usually followed in preparing
and resolving dissonances.

In the twentieth century, many composers discarded or modified the
old chordal patterns and rules in favor of other techniques and more
dissonant sonorities. This is especially true of Anton von Webern
(1583-1945), whose music has been much discussed of late, represent-
ing as it does the purest form of serial, or tone-row composition. A
tone row is a carefully ordered arrangement of the twelve tones of the
chromatic scale, whi:;h, together with its mirror forms, is used as the
basis of 4 piece of music. The twelve-tone technique can be briefly
described as the art of arranging tones of the row in the vertical
(octave placement) and horizontal (temporal) dimensions in such a
Way as to achieve musical variety and structure without disrupting the
order of the row. The way this is accomplished in Webern is not well
understood, except for certain obvious limitations imposed by the
Method of composition: only tones contiguous within the row may be
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sounded simultaneously (with the exception of certain liberties some-
times taken in rearranging subsets within the row ); choice of octave
placement for any tone is free, but often crucial to the musicality of a
passage, as any experienced serial composer will say.!

It is often assumed that the twelve-tone technique as used by
Webern represents a complete break with the older harmonic think
ing described above. This is correct, as far as compositional technique
is concerned, but is it strictly true of the music as perceived” For
mstance, in listening carefully to Webern compositions one hears
points of harmonic reference which stand out from the dissonant
texture, In Fi gure VII-1, for example, the C# in bar 2 is heard as a

Anton Webern, 0p &7

Sehr miBig J. . ca a0
2

Figure VII-1. Anton Webern, Variationen (Piano Variations), Opus 27,

First Movement. This excerpt is used by permission of the original publisher,
Universal Edition A, .. Vienna, ;

consonance with the F#, so that one ﬂectingly hears the F§ as a root.
in spite of the strong dissonance with G. The C is not sounded
simultaneously with the Ft. Thus tones in the neighborhood of 4

{'I'hc Pperceptual importance of the vertjea] dimension can be demonstrated by
a simple example. Take thres tones, say C, D, and E, as elements of a chord. Any
of the three tones cap be perceived as the chord root, given the right vertical 47
rangement and assuming a favorable context. Whether or not one agrees tht
roots l}aw: meaning in Wehern, it is evident that the vertical ordering of a set of
tomes is very important perceptually—although it has been studied only supet-
ficially, as far as serfal music is concerned, Thuys the concept of octave equivalence
needs to he qualified, if not dmsh‘:a]f}- modified,
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mot, as well as those simultaneous with it, may be part of its har-
monic complex. Several such triadic complexes are intermingled in
bars 1 .and 2: F£, C¢; G, B, F; B, F#; Ct. F.B: E; B.

This way of looking at the music immediately raises several ques-
tions: (1) How ecan one identify the most important (strongest )
roots? Or in other words, what conditions in this music will cause a
tone to be perceived as a root? (2) Are such roots important in the
musical structure? (3) Are there any significant connections between
the strongest roots, or do they occur at random? Are there rules of
succession® (4) What other phenomena are related to Webern's use
of root complexes?

The answers to questions 2, 3, and 4 naturally depend on the answer
o question 1, As we have seen above, the analyst will have to examine
each tone in its musical context, and identify and measure the condi-
tions that work for or against its being a root. Since many conditions
must be considered for each tone, and since these conditions may
interrelate in complicated ways, it is natural to consider the computer
a5 an analytical tool, and computer language as a medium in which to
formulate the theory. Further reasons for using the computer are as
follaws, : .

In the first place, writing a computer program forces one to put his
theory into explicit, logical form; the program and its description then
become important theoretical documents,

Secondly, the analytical theory, being embodied in the computer
program, may be checked and revised very simply—if the basic pro-
grimming logic is flexible and general enough. Revising a good pro-
gram will usually involve only changing the weights of some factors,
or adding new subroutines to account for newly recognized factors.
The theory may be checked by analyzing special data both with the
“imputer and by other means, and comparing results. .

A third reason is that once the program is running and generalized,
Compositions can be analyzed as fast as they can be transcribed into a
mmPHi‘er—mmp;.ﬁh}E re[;res,ental'ion. This gives the theorist greater
Opportunity to test his theory on a variety of musical examples.

Having decided to use the computer in this fashion, the theorist
Must make two further choices before writing the program: how to
Teépresent the musical score to the computer, and in which of _lh“
several available langnages to write the program. Since the original
analvticg] conception r,:.quirf_.d floating point numbers, FORTRAN
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was chosen rather than SNOBOL.? of the two languages then * knows
by the author. ; -

The choice of FORTRAN in turn led to representing the musica
score as a set of arrays, one array for each relevant aspect of the
music. Among these are pitch (identified to the mmplnutrr ﬂﬁlﬂ‘ﬂ' amdy,
IP, and represented by the integers from 1 to 58, with the integer ?I
reserved for those rests actually representing silence ); the measure in
which a tone is attacked ( MESA ): the measure in which it is “'[_'“"'m{
{ MESR ): its duration (DUR): the position of its attack (ATT) and
of its rFl.f_'ux:* (REL) within the measure. Other information i"’“{q‘:;
musical intervals, structural time spans, and so on) can be caleulat ;
from these arrays by the program, since all the symbaols used an
numbers,

At this point, it is desirable to define some words that will be used
in a special way: i
Root: the tone currently being examined as a root whether or no
in fact turns out to be an important root. »

Partial: a tone a major third, perfect fifth, or minor 5{-_-vﬂl|%l fF :
any number of intervening octaves) above, or the harmonic (10
mirror) inversions of these intervals ( plus intervening octaves | b'ff[ﬂf\_
the root. The minor seventh is not considered a partial unless it s
supported by another partial nearby, -

Hoot interval: the interval between the root and the tone currenth
being examined as a partial to the root, .

Interfering tone: any tone other than a partial or root that ’“t_‘"h'
venes (in time) between root and partial, or is simultaneous wit
either or bath, .

Rest: rest symbals indicating actual silence between tones or I“““;'n'
ties are considered part of the pitch structure: those occurr ing simu t:]'
neously with tones or chords gre ignored. Each silence is representt :
by one number in the pitch array, regardless of how many res
symbols are printed in the score to represent it. :

Record: used in the computer jargon sense—for our purposes, i ¢
of data representing a musical score, or section thereof.

. 4 -
Scan: a short section of a record to be examined in the course of th
analysis,

* SNOBOL arithmetic js limited tn integers,
# Autumn, 166,
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Description af the Computer Program

a'\fL‘*JTd!'ﬂjE', to good programming practice, a main program calls
subroutines to do the actual steps of the analysis, as follows:

ISCN]. The frst step in the root analysis of a given tone is to fix the
limits of the scan within which partials might reasonably be heard in
referenee to the root, It was hypothesized that a tone can have little
mot influence beyond five tones in front or five tones in back of itself,
in Webernian context. This brings the total scan to eleven tones,
except for the fﬂ”uwi:u_s: conditions; tones simultaneous with the root
are counted amaong the five forward tones, and 1'.5_{-=i.ir| Armong the five
rear tones of the scan; the sean is lengthened to include any tones
sounde simultaneously with the fifth tone on either side of the root;
rests are counted as two tones, since in the Webern Variationen
(Piano Variations ) they seem to delimit phmsus: the scan is appropri-
ately shortened for a root near the beginning or end of the record.
Thus the musical context influences the length of a scan. Once the
sean is fixed, the calling program, using other subroutines, tests each
“he in the scan to determine whether it is a partial. This is accom-
plished by calculating the “mod 12" value of the root interval, and
tmparing the result with appropriate numbers. If the root interval is
4 minor seventh, its scan is searched for other partials; if none are
found, the minor seventh is not considered a partial.

INVERT. This routine is called each time a partial is found. It
issigng g temporary “harmonic field strength”™ to the root interval,
taking into account whether it is harmonically inverted, whether it is
in “exget partial position” (for example, whether a perfect fifth is
actually a perfect twelfth, corresponding with the third partial of the
Overtone series—if so, the root interval is considered stronger than
otherwise ), and how many octaves apart the root and partial are.
Iversion weakens a root, as do intervening octaves (except when the
mat is helow the partial, and the vertical span is less than or equal to
Fxdct partial position ). The result is stored in a variable, DINV.

CONTEX. This routine analyzes the context in which the root
interval is found, that is, it accounts for the possibility that tones
immediately preceding or following the root interval may weaken the
harmﬂnir effect of thll. root, For instance, a tone prnnvd;ing the root
terval may tend to absorb the root if it bears a root relationship to
the root; a tone following the root interval may tend to cause the root
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to be perceived as a nonharmonic tone (as when a perfect fourth
resolves to a major third), CONTEX makes the initial definition of 2
variable, YNTRFR, which is used in the final calculation of the root
strength of the root interval.

RTINFR. This routine calculates the interference offered by a tone
within the scan of the root interval (including tones simultaneous
with the root or partial, and tones sounded temporally between oot
and partial ). This root interval scan has previously been defined by a
routine, KDOPRM. RTINFR calls another routine, WHST (for which
set) that tells it which of four possible sets of tones a given tone
|}f-‘IUﬂgS to, with respect to the root: (1) p.lrtirt]s to the root, (2) roots
to the root, (3) pure dissonances to the root,* or (4) different * roots to
one of the partials, or partials to one of the partials.

These sets are weighted according to the amount of interference
one of their members will offer a root interval, for example, set 1, no
interference; set 2, strong interference; set 3, medium interference;
and set 4, weak interference,

A weight corresponding to the set the interfering tone belongs to is
added to YNTRFR {except that if it belongs to set 1, the program
moves on to test the next tone in the root interval scan); then
additional weight is added for each of the following conditions found
as, for example, when: (1) interfering tone is below the root; L'i’-‘.
interfering tone is between the root and the partial (in the vertical
dimension ); (3) interfering tone occurs simultaneously with either
the root or partial or both; (4) root and partial do not overlap each
other. in time; (5) interfering tone lies (temporally) between the root
and partial, the root appears before the partial, and the interfering
tone is vertically close to the root. This may cause a shift of the
perceptual level from the root to the interfering tone, making it more
difficult to relate the partial to the root. If the root and partial are
attacked simultaneously, only tones simultaneous with both are con-
sidered interfering tones, conditions 4 and 5 are not considered, and
condition 2 is changed to read, “interfering tone is below the partial.h

“ The augmented fourth and minor second (and inversions and octave exten-
sions) are considered pure dissonances because they are neither roots nor partials
to the root or any of its partials (as partials and roots are herein defined). An
exception to this {not allowed for in the present version of the pra_:;mm? is that
the tone an augmented fourth from the root can be a root to the major third of the
eriginal root, if supported by one of its own partials (since the minor seventh
requires such added support according to our present theory ).

" For instance, if the root is C, jts partial, E, has another root, A.
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When the weights of all interfering tones and their conditions have
been added to YNTRFR, DINV is divided by YNTRFR, to obtain the
final harmonic strength of the root interval; the result is stored in
HFST, and added to the dimensioned wvariable, HFS, which will
antain the total harmonic field strength of the root after all of its root
miervals have been analvzed. HFS, HFST, YNTRFR, DINV, the root,
ad the partials are all printed out, each time they are finally defined.

Ater each tone has had its harmonic field strength calculated and
printed out, 4 search is made for harmonic patterns. A moving scan of
about nine tones is set up (more, if either of the end tones is simulta-
weous with others ), from which the three strongest roots are chosen by
i lite sort routine. RTSORT. The scan bumps along through the
fecord in six-tone leaps, so that several tones overlap between each
djacent pair of scans, Thus, about one-third of the tones in the score
e sclected as strong roots, tested for the following conditions, and
results printed out,

1- Do the other two strong roots in the scan belong to the harmonic
Witem of the present root? The harmonic system of a given root
ncludes the roots of those major triads which have a tone in commﬂ:n
with the major triad of the given root; for example, the harmonic
“stem of C includes, besides itself, G, F, E, A, Ap, and Eb.

2. How many tones within the scan of the root belong
harmonie svstem of the root ( regardless of their root strengths )?

3 How many of each type of interfering tone occur simultaneously
With the root? -

+ How many of each type of interfering tone occur within the sean
ofthe ootz :

to the

Some Analytical Results and Theoretical Discussion -
Three structural phenomena having to do with roots are fuunzﬂ 2
e Webern Variationen, first movement (see Figure VH-1): _dlrﬂ‘?t
shes between roots; perceptual separation of temporally _ud]anent,
telateq roots; and complete harmonic fusion of a group of simultane-
"5ly sounded tones into rooted sonorities. the
The identity of a given root is probably less important thﬂ.nl "
500 or nonsimultaneous harmonic connection associated with 1
Nevertheless, in locating the roots, one also pinpﬂints harn}a:::;
“Nections and disjunctions which define the structural layets 0 It
Music, ang hence help delineate the overall Pemewﬂl form, or Gesta,
the composition,

th
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The computer program selected the roots in the passage analyzed
below (see Figure VII-1). This will illustrate the theory as it has
developed so far. Note the role of dissonance in separating harmonic
layers.

In bars 1 and 2 Gt is root to By and Fg (with Ef as a supportahle
dissonance which also “resolves” to the Ct); Fi is root to the Cf in
bar 2 and to the B in bar 5. We thus find a direct clash between the
two strongest roots in the neighborhood. The Fz strongly interferes
with the rooted complex, Gt, Bg, Fi, Eb, just at the moment when it
would have become g firmly fused harmony. The appearance of the
Ct then transforms the | {rf-tru:ipec't:'w]}'} from an interfering tone
to a root, and brings some feeling of resolution from the tensions both
within the Gg complex and between the Fz and G,

In bar 3, Ak is root to the €z in bar 2 (note that Cg is a partial of
both Ag and F#: the author perceives it to be related more strongly to
the Ft than to the Ak, which agrees with the computer analysis).
G2 in bar 4 is root to the Ct's and Ep’s in bars 5 and 5.

Bars 5, 6, and 7 form the retrograde of bars 1, 2, and 3, in l‘”*h
notation and harmonic analysis, except that the Cg in bar 6 i
strongly perceived in relation to A, rather than to F4. This disagrees
with the computer analysis which again makes the Fj the stronger
root of the C#. In both places, however, Al and Fg were both selected
as strong roots, so the error here is a fairly subtle one. The two Di's
in bars 3 and 5 are heard as neighboring tones to the two C£'s.

In bars 3, 4, and 5, there are three structural layers, separated
by dissonance, harmonic inversion, and vertical distance: on the bot-
tom, the two Ab’s; the Bp, ER. Cg, G# complex in the middle; and the
two Db's and twa C#'s on top. In bar 6, when the Dj resolves to CF
(a partial of Ag), the top and bottom layers are joined harmonically;
the middle layer remains separated.

Again in bars 8 and 10, there are the three layers, harmonically
separated by dissonance: Fy and Af on top, and Eg and Cg on the |
bottom, separated by the F§ and Ep vertically between them. The |
two outer layers might have fused to form an Fz chord, or at least
registered harmonic motion, were it not for the separating dissonances,
the inversions, and the vertical distances involved. Bar g, in contrast, is
harmonically fused: the Db, G, C4 complex is not only coherent in
itself, but is also felt to belong to the following (also coherent)
complex, which has Bh as its root. This is true partly because of the
commaon tones between the two complexes, and partly because the
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dissonances (C# and G%) can both be supported by the root, Bp.

In conclusion it may be said that the use of the computer has
affected my present harmonic theory in two important ways.

For example, the first, simpler version of the analysis program gave
unsatisfactory results because it did not account for enough relevant
harmonic factors. This was made dramatically clear by the very literal
manner in which the computer carried out the analysis; no uncon-
scious factors operated to rescue the analysis from the inadequacies of
the theory. The author was thus persuaded to take a much closer look
at his assumptions, with profitable results, which were incorporated
into the present version of the program.

In the second place, the computer, unlike a human, cannot make an
analysis in terms of whole chords which it recognizes, but instead
must ook at each tone and its context to decide whether (really to
what extent ) it is a root. This kind of thinking affected the whole
!hm".""—*tﬁﬁfgﬂing weights to various conditions, setting up a scan for
each root, evaluating the context of a root interval—all of these being
spects of both the program and the theory that grew out of the
manner of thinking required by the computer.

In its present stage of development, the program (CONHAN, for
CONtextual Harmonic ANalysis) performs quite satisfactorily in
choosing the most important roots of a musical passage in Webernian
stvle. There are a few diserepancies, such as the relationships between
the Cg, F%, and A% noted above in the discussion of bars 5 and 6; but
these are not disastrous, since a good part of the analysis must still be
done without the computer, and so minor corrections are easily made.

Perhaps the least satisfactory part of both the program and the
theory is the attempt to find lar;c_r,(-.r “harmonic systems.” This idea was
“ carly hypothesis made before the concepts of separation were Fully
h"““]ﬂlﬂi At this writing, a revision of the program is underway,
which should yield a more complete and accurate description t?f -
Musical structure in terms of the present harmonic theory, as revised
ind expanded with experience. It is fully expected that the computer
will tontinue to he important in every stage of the theoretical develop-
meng,
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Harmony before and after 1910:
A Computer Comparison

by ROLAND JACKSON

The decisive changes that came into music e. 1910 | Sﬂiﬂt"'-"i‘*lt
earlier among the Viennese composers, somewhat later in Stravinsky)
affected all aspects of musieal style, but none perhaps as drastically &
harmony. Almost overnight the system that had prevailed for cent-
ries, the building up of chords in thirds and the scheme of chord cor-
nections that has come to he called “functional,” tumbled to the grmm_i
And in its place there ensued a kind of harmonic anarchy, at least in
the beginning, a style in which harmony was no longer central, as thlr
main organizer of the musical design, but rather surrendered this
Position to other elements such as rhythm or texture.

But the nature of the change still needs some clarifying. Are there
remnants of tertian structure abiding in post-tertian pieces? Did some
new form of harmonic logic devc-.lop to replace the old functional
connections? These and similar questions are not easily answered,
partly because the chords themselves (both in pre- and post-1910
compositions) tend to be so very complicated, partly because ﬂ“
mind feels itself so very taxed in remembering harmonic details of this
kind. For these reasons the decision was made to enlist the services
the computer, which for problems like this turns out to be an ideil
research tool.! For—after having been programmed to do so—it shows
itself capable of analyzing each of the chords, from the most simple t0
the most complex, within a given piece.” And, what seems even more

" This study was initially presented {in more abbreviated form ) at the nationa!
meeting of the American Musicological Society in New Orleans on December 27
:gﬁ-;ﬁ. I should like to express thanks to my student Philip Bernzott, whe assisted
e in meny wayg, especially in the working out of the computer programs.

* These programs are rather generally described in two abstracts: Roland ]a;;'k;
son and Philip Bernzott, "Harmonic Analysis with Computer—a Progress Repar,
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significant, it can keep these chords “in mind” (better than a human
could) while it makes comparisons of various kinds, pointing out, for
example, some of the differences between one piece and another or
one composer and another,

The idea essentially was a simple one: compositions from a little
before and from after the style change were encoded for computer
analysis * and then subjected to various analvtical routines carried out
by the machine. Although only a very few pieces were included, the
resulty already contain some points of interest—more suggestive, to be
sure, than definitive, Here follows a list of the pieces or excerpts that
became part of the survey (see Table VIII-1).* It will be noticed that

Table V111-1. Compositions encoded for musical analysis

['f'"-nfm-'r Tertian Post-tertian

S

Sthoenberg Verklaerte Nacht, m.1-100 Serenade (from Pierrot Lunatre)
{1809) (1911) s

Berg Piano Senala (1008) Lyrie Suite, 1st mvt. (1926)

Webern String Quartet, m.1-80 (1905)  String Quartet, Op. 28 (1938)

th“'!rlhk_\' String Quartet, 1st mvt, (1914)

":_"-'i“hiil Quasi Valse, Op. 47 (1906)

Varise Intégrales (1923)

———

the three Viennese composers are each represented by an earlier and a
lter work, while Scriabin’s earlier work is balanced by later pieces by
btrm'insk}- and Vardse. .
The comparisons divide themselves into three principal categories:
(1) those invalving the chordal or intervallic content of the pieces:

ICRE Newsletter, Vol, 1, g (1966), 3-4: and Roland Jackson, “The Cnmpntulzr as
:!'Srud[vut' of Harmony," in Proceedings of the Tenth Congress of the International
Misicalogioal Socien , Liubljana, 1067. T
1The encoding miﬂ-m,{l [51 d,_al_:_-rilfj; in Roland Jackson and Philip Bernzott, A
Musica Input Language and a Sample Program for Musical Analysis,” to appear
M Ameriegn qu‘énfﬂgimf Society, Greater New York Chapter Symposia PI.‘E-
ceedings 19551 i, Musicology and the Computer (ed. Barry 5. Brook], Flu_-._ i
ing, N.Y., 1967, I should like to express gratitude here to two of my 5Iur.:fents !m
Particular My, David Goodman, who coded all of Varése's I::té,l_’{rrrfi'a‘ { minus t |.r
FErision instruments) and Mr, Richard Moerschel, who double-checked most
of the eoded material, ; i
"The fn!lmv.'ing abbreviations will be adopted thronghout the Fll!_-.p]-:l artic R
berg. Verkloerte Nocht = VN: Schoenberg, Pierrof Lunaire = l_L; Br-j':;
Piang smm:ps; Berg, Lyric Suite = LS; Webern, Cluartet, 1905 = ,"?{nﬁ_“.
Weberp, Quartet, 1938 = Q(38); Stravinsky, Quartet, 1g14 = Q(14); Scriabin,
Quani Vgl — QV; and Varise, Intégrales = L
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(2) those involving the dissonance content: and finally (3) thos
involving what shall be called the “recurrent chord” content. Each of
these will now be described in greater detail.

Chordal and Intervallic C. ontent

The computer program was designed to find out just which vertical
combinations (no matter how brief or fleeting) made up a given
musical piece, and for what percentage of its total duration. Each
sonority was, therefore, treated as an isolated entity, but in the end
each of its appearances was totaled together to arrive at the overl
percentage. This program leaned heavily upon a chord table and a
interval vector table,* against which the successive chord forms occur-
ring in a piece were matched. These two tables are purely numeric
(the chords being represented by 12-digit numbers: .100100100010
stands for a diminished-minor seventh chord; while the interval vec
tors are assigned 6-digit numbers: .0co1110 stands for 4 major, of
minor, triad } as are also the chords in the composition (in my scheme
of coding ), which greatly facilitates the comparisons. In this way we
are enabled to see at a glance the harmonic “palette” employed in 2
particular piece, just how many different sonorities were brought into
play, which intervals assumed prominence, and many other detail
concerning chord eolor,

A comparison between the tertian and post-tertian works points
immediately to some striking changes (see Table VITI-2). Consider, for
instance, the abrupt cessation or decline in use of a number of
traditional sonoritjes: triads (of all four types ), minor-minor and
diminished-seventh chords, major-minor seventh chords (that is, V7).
and French sixth chords, Only the Lyric Suite movement shows
significantly, a residue of these “chords-in-thirds.”

Now, looking at the total number of different vertical sonorities t0
appear in these same compositions, we see, somewhat surprisingl),
that Schoenberg and Berg, in their post-tertian works, call upon even
more kinds of chords than in their earlier pieces (sce Table VIIF3)
The movement from Pierrot Lunaire seems especially astonishing i

" A list of interval vectors is is article “A
published by Allen Forte as part of his ar
Theory of Set-Complexes for Music,” in Journal of Music ;:mry. VI (1964).

145-148. This list T have numbered and correlated with my own list of chords
0-12 Ipi?-:'h classes, One correction to Mr, Forte's list ml'éht be made here: af
"h-: d.lsh.nﬂt T-nole s.etg, set oo, 8§ gh[ill!]d read 45#42\: Sathic .Hjan 454442

'I:I'be total number of o-12-note chords is 352, and does not include trams-
Positions, octave displacements, or Rameau-type inversions,
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Table V111-2. Comparisons of chord content

Tertian Post-tertian
Per cent of VN 0a) Qv PL L= Q(38) Q(14)

Single notes 5 12 18 24 4 27 0
[ntervals B fi 15 13 2 a6 16
Trinds 16 27 ] 2 8 3 0
Mingr-minor

and dim.-

minor Tth 15 3 [ 0 7 0 0
Dim.-Tih 9 0 1 0 2 0 o
Msjor-minor

Tth 5 1 P l 4 0 ]
French sixth 1 5 5 0] 2 0 0

Other sonorities, making up a total of 10095, are not included in this table.

this regard, since 1 53 different sonorities appear within the relatively
brief time span of 53 measures. Stravinsky and Webern, on the other
hand, move in the very opposite direction, adopting a more sparse or
ascetic chord vocabulary in their later pieces.

Still another program was designed to take percentages of the
number of pitch classes sounding simultancously at various points
during 5 composition, that is, the proportion of the total duration
taken up by chords of o pitch classes (rests), of 1 pitch class (single
notes), of o (intervals ), and so on (see Table VIII-4). In this way one
arrives at an impression of the “relative density” of a composition. We
notice, for example, that the earlier works tended to emphasize four-
M0t chords (mostly in the form of seventh or incomplete ninth
&’st.:'; ﬂ]thﬂugh ';v'-"eb-em's first quartet, exceptionally, showed a
Srtater abundance of three-note sonorities, due mostly to the impor-
tance: of augmented triads in the section that was tested. The later
Pieces reveal two opposing tendencies, toward simpler andrat the
Sme time toward more complex chord forms. Webern, as might be

Table V11123, Comparisons of total number of chords used

Tertian Post-tertian —
W Q05 Qv PL L8 QEs  Qud
% i8 an 153 98 - o
-‘-‘-‘_-_‘-I—-_-___
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Table VIII-4. Number of pitch classes employed
Pereentage of total duration of composition
=% _r i ¥ E 25w o I:' st I_tl
Rl _If&r.!.|.m _ ; . RA t-tertian .
PCs VN Qs Qv PL LS Q(38) QM
0 1.03 4.40 205 T8 1.51 a0.07
1 5.76 11.61 17.75 32.15 383 265
2 7.90 6.55 18.63 10.77 206 3005 1586
3 2260 4437 2100 448 268 230 54
4 48,18 4240 3402 014 6123 285 B3
5 13.66 64 4.73 18,63 7.56 A8
i 84 8K 23,07 80

expected, displayed an unusually high proportion of rests: nine per
cent in his later quartet {and already four per cent in the early one
Both Webern and Schoenberg show a significant increase in the “-““_]E
single notes (while, surprisingly, Stravinsky's quartet movement i
entirely lacking in o and 1 note chords). On the other hand, Schoet-
berg’s Serenade (tested without Sprechstimme ) ™ revealed an uncom-
monly large number of six-note chords (almost 24 per cent), and
Berg's Lyric Suite movement an even more noteworthy proportion o
four-note chords (61 per cent), no doubt because of the favor ac
corded seventh-chord formations in this piece.

Turning now to a more detailed consideration of the kinds of chords
employed, we find the fol
the total time span of the

Here one is struck in
percentage of seyve
diminished—makin

lowing sonorities as most prominent within
compositions (see Table VIII-5).

the Schoenberg excerpt by the rather large
nth churds—-dimiuished-minm, major-minor, f““i
g up fully a quarter of the total sound duration,
and by the significant proportion of time taken up by the minor triad
(8 per cent). Webem, however, even in 1gos, seems to have been less
inclined to incorporate this voluptuous sounding seventh-chord vocab-
ulary into his work, aIInwing triads instead—and especially the aug-
mented triad—to assume the central position. Scriabin, aside from
emphasizing single notes (18 per cent), allotted about a quarter of his

" The movement

from Pierrot Lunaire was tested both with and without the
part for Sprechstim

me in an effort to determine whether the Sprechstimme nates
d from the harmonic design. In this piece at

Scems 1o be the case, since the voice part occasionally “cance

“rmonic patterns that are present in the accompaniment.

in any way contributed to or detracte
least, the latter

out” recurrent h
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Table VII1-3, Sonorities used most prominently in the early pieces

Fercentage of total duration of composition

| Sonorities VN Q(05) Qv
Rest 4,40
| Single note 5.76 11.61 17.75
Mim. 3rd 3.30
Maj. 3rd 449 9.76
Min, triad 5.00 4.00
Maj. triad 1.08 9.18 7.10
Aug. trind 12.74
Aug, 4th 4 min,
ith 4.08 7.08
Dim-min. 7 ehd, 12.50
Maj.-min. 7 chd. 4.85
Dim. 7 chd, R.57
Fr. 6 chd, 4.53 7.08
Vi b, 4.14
| Aug. triad +
min. Tth 12.72
-_-_-—-—__

total sound duration to three quite closely related sonorities: the
French sixth chord, the “dominant” ninth chord (without a fifth), and
the dugmented triad plus minor seventh. A rather special interest
involveq finding out how much of the total time was taken up ]“'
Seriabin's so-called “mystic” chord (that is, C F§ Bp E A D, or its
transpositions ), Intﬁms}{ngiy enough, this chord never once appeared
M its complete form: and yet of the 36 total chord forms, most would
Form parts of this basic chord. For example, chord number 22
_r-"':mmlﬂmm ), which makes up 7.8 per cent of the total, represents

| s lower three notes (and 85 per cent of the time this chord, like the
Parent chord, appeared in root position ).

A separate routine indicated on which scale degrees the roots of
| Chords " gt frequently appeared. Here no particular Pau""rjﬂ"}f
emphasis emerged except in Scriabin’s piece, which gave stnlr_ung
“idence of g strong F-major orientation. For of the French sixth
thords two.thirds occurred on Dp, of the ninth chords three-sevenths
" C, and of the major triads three-fourths on F.

The dssigning of roots to chords is, of course, somewhat arbitrary. L.{}I Pni::.:
whit o Whenever passible, to arrange the notes into tertian formations,
ch the “bottom™ note would be considered the root.
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A further program tested the interval vectors in these earlier works.
Generally the minor second was slighted (and was almost totallv
absent in Webern's piece ), which points to a less “harsh” sound than
in the later pieces. In Verklaerte Nacht two (of the 64) vectors made
up nearly g0 per cent of the total: .oo1110 (1217 per cent) and
012111 (17.35 per cent). And in Scriabin’s Quasi Valse, looking at its
veetors in general, there was an interesting emphasis upon the major
second, major third, and augmented fourth. By adding together the
percentages for each interval within the interval vectors, we armive at
the !'{:Iluu'ing totals (that is, for how much of the total duration chards
contained minor seconds, major seconds, and so on );

Intervallic Content of Scriabin’s Quasi Valse

Interval Percentage of total duration
Minor 2 5
Major 2 50
Minor 5 27
Major 5 67
Perfect 4 24
Augmented 4 51

Turning our attention now to the later compositions, one is 10
pressed most strongly by what seems a deliberate avoidance of the
tertian chord forms (Berg’s Lyric Suite movement providing the only
exception ). Stravinsky's String Quartet, for example, is a most unusual
movement, in which the entire continuity is made up of four separalc
ostinato patterns, one for each instrument. The notes of these pattems
are as follows:

Cello Second violin First violin Viola
C Db Ep Cg Dt E Fz GABC Ct D

These ostinato notes coincide variously as the composition pro-
ceeds. But what at first might seem to be an arbitrary or accident
congruence of tones is in reality a cleverly caleulated organization-
For of the 27 chord forms not a one fits the traditional tertian mould
(despite the fact that tertian chords could easily have been obtained
from the ostinato notes present ), The most prﬂJmi:wnt of the chords
used are the following (some of which can only be indicated by thelr

decimal form, in which a “1” stands for the position of a note in the
octave ) :




Harmaony before and after 1910 139

Most Frequent Chord Forms in Stravinsky's String Quartet

Chord forms Percentage of total duration
Min, 2nd 12.50
AT 100000000 7.6g
100001 LOGD0 745
Aug. 4th + maj. 7th 7.69
Perf. sth + maj, 7th 14.15
Min. 3rd + maj. qrd 8ay
Maj. 2nd + min, 3rd 7.6g
-10011 1000000 6.49

Three chords in particular stand out; and one notices also their
stationary position tonally, for the first is always based on the note D,
the third on the note B, and the second almost invariably on the note
D { see Example VIII-1).

Example VIII-1.

%:
¢ o o 3#’_

1455 1295 5%
From this, one draws the conclusion that Stravinsky had something
like & basic sonority in mind, one consisting of a minor second plus
some other note or notes spaced at varying distances. This may II’E
SEEN Mippe clearly by examining the interval vector content, wherein

the Eﬂ]hm-jng four forms make up over 50 per cent of the piece:
i
111000 913 ¢
101100 8.7 %
100110 18.26%
.100011 15.14 %

tn fact, Every one of the interval vectors contains a minor second, ."L.m]
this, along with the persistent ostinato melodic patterns, must f:{mrnb-
"eto the general feeling of flatness or lack of dynamic direction kL
Prevails in the composition.

Webem, in the opening movement of his Opus 28, shows a chﬂm-:;i
teristic preference for simple sonorities. Of a total of 33 diﬁ“mnt-ChﬂI’;
orms, 28 correspond with the first, and most simple, chord_s .t ‘,?
E'J'Im'd tahle, These include must]}' rests. _.;j"g]p notes, and intervals,
Which Appear in the following percentages:
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Most Frequent Sonorities in Webern's Opus 28 ( First Movement)

Sonorities Percentage of total duration
Rest g.07
Single note 26.54
Minor 2 fig1
Major 2 5.08
Minor 7 10.54
Major 5 11.72
Perfect 4 3.0
Augmented 4 1.99

These constitute, then, about 75 per cent of the composition. Tr_'ad‘i
are not altogether excluded, but are relatively unim[::u:llr!uﬂt_l'““"‘:'r
triad: 1.10 per cent; major triad: .88 per cent; augmented triad: 44
per cent ).

In Varése's Intégrales (of which only the first 38 measures came
under consideration in this particular test) four chord forms made up
most of the continuity. The principal sonority is a seven-note cluster
built on the note A (23 per cent ). It appears, at least in this excerpt
that Varese, like Stravinsky, prefers to keep his chords stationary, that
is, built on particular scale degrees.

Chord Content in Varése's Intégrales (m. 1-35)

Chord forms Percentage of total duration
Single note 58.55 (mostly on Bp)
Maj. 3 + min. 7 + maj. 7 7.00 (all on B)
111110110000 23.33 (allon A)
111111111110 1.55 (allon Cg)

Once again Berg's Lyric Suite movement represents a more conserv
ative posture. One notices g de-emphasis of minor seconds and aug-
mented fourths, ang {as in the tertian pieces) a stressing of minor and
major thirds, as well g perfect fourths, In all, 6g different interval
vectors were employed, but, of these, 12 accounted for more than 50
per cent of the totg] continuity, a striking indication that a prevailing
unity of sound exists in this work,

Dissonance Conge nt

One’s method of analyzing dissonances reflects, to be sure, some
personal bias. In this Project, for example, dissonant intervals were
measured from the lowest note in a chord (rather than from its root).
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and rhythmic stress was not included as part of the definition. Briefly,
the machine was instructed to examine each vertical sonority, no
matter how transitory, determine which of its notes were dissonant,
and then, on the basis of voice leading, assign these dissonances to
virious categories such as escape tone, retardation, and so on. Most
problematical was to tell the machine what to do when it encountered
sonorities containing both a sixth and a fifth, or a major and a minor
third, both of which were consonant in themselves but created a
dissonant clash because of their combination. It was decided to regard
% dissonant whichever note or notes moved melodically from the point
of dissonance to resolution. In conclusion the computer tabulated the
percentage of each type of dissonance, and added a further break-
down by interval and by pitch class of dissonance.

In comparing the early and late pieces one notices a marked de-
erease in the use of dissonances involving traditional voice leading,
ind in their place a greater frequency of what 1 have called free
dissonances (that is, a dissonant note both leapt to and from, or one
With @ rest immediately preceding or following). Since the actual
Juantity of dissonances does not noticeably change, one suspects that
the "hiﬂh]}’ dissonant” effect of much post-tertian music may be due
"Ore o a greater freedom of voice leading than to dissonance per se.
A dissonance, as Stravinsky says, “is neither re juired to prepare itself
nor be resolved”; it |)('['ﬂrrn{_r5j as we have noticed with the chord
content as well, “an entity in itself.” *

This ‘j“‘“gf becomes ;:'-'U'I'd{-?nf when we compare the kinds of disso-
fances that assumed most prominence in the earlier works with those
of the later works {see Table VIII-6).

IT]m distribution of dissonances by pitch classes showed an Empffm-
S15.0n certajn pitches in the earlier works, but no noticeable distinction
n the later ones (except in Stravinsky's Quartet, due to its pECul!'ﬂ-l'
Ostingaty Structure ). Thus in the openi;lg of Bergs Piano Sonata mc:st
OFthe dissonances fell on A, Bp, D, and G; whereas in the Lyric Suite
ﬂwm"‘hﬂ are about equally represented { each taking between 7 and
1 per cent ). : I

I" tomparing the actual intervals of dissonance little difference

"Ween early and late works could be discerned. Webern's Quartet,
OPus 28, second movement, however, did seem unusual in that of the
47 dissonances only 4 were minor seconds and 3 were major 5ey,=¢:nth5.

sharper dissonances were probably intended to vaidﬁ climac-

i 2
See his Poeties of Music, New York, Viotage, 1956, pp. 36-37-
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Table VII-6, Comparative frequency of dissonances
{only the highest percentages are given)

Percentage of types of dissonances

: '_['l'rti-.u: Post-tertian
Qs P3| L3 Q@s) QY

Dissonanees (M. 1-11) (2nd Mvt.)
Appogeiatura 11 i
Ezcape tune 15 12 24
Froee 17 11 i BR Hf
Lower auxilinry !
Parallel 13 2 ¥
Puzsing tone 16 i
Retardation I
Suspension 5 26
Upper auxilinry 19

tic emphasis since they all appear quite close together, about two-
thirds of the way through the piece. _

Finally, the computer printout permits an easy scansion ol what
might be termed “dissonance rhythm,” that is, the rate of dissonant
notes compared with the passage of time. In the Verklaerte Nacht
excerpt, for instance, we notice a highly uneven rate of change. The
opening measures (1-10) fluctuate from few to many (due in part t0
voice doublings ) to fewer dissonances,

Rate of Dissonances in Verklaerte Nacht

Measure L g R R “j‘\ ;,1‘\ Kﬁi

BBl B ECIRE 19 36
This stands in marked contrast with the more static dissonance rate in
Webern's Quartet, Opus 28, second movement, wherein nearly every
measure contains the same number of dissonances.

No. of dissonances

Recturrent Chord Progressions

An initial step in the programming of more long-range harmonic
relationships may be scen in the testing for recurrent chord succes
sions.™ For the present, a repeated pattern was defined as any 5¢
quence of 2, 3, 4, or more chords, irrespective of their tonal positions
(thus a pattern of a minor triad to half-diminished seventh chord to

" This program owed much of its initial stimulation to John Selleck’s and Roge!
Bakeman's “Procedures for the Analysis of Form: Two Computer Applications,
Journal of Music Theory, IX (1965), 281-23. T am grateful to Mr. Selleck for
sending me a copy of the FORTRAN program described in the article.
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single mote; and so on, was considered, no matter if the roots or
position of these sonorities changed ).

The program was design{'d to take each two successive chords in a
piece, then look for a match throughout the remainder of the piece.
The same is done for three-chord successions, then four, and so on,
until no match is found, at which point the program is terminated.

On the basis of this analysis the “harmonic form” of a composition
becomes clearly visible, and might be reconstructed as a diagram, as I
have done here with Scriabin’s Quasi Valse (see Table VIII-7}. This
diagram, to be sure, is somewhat disproportionate to the original, since
the chord numbsers take up more space than do the chords in the actual
music. In all, fourteen nonexpansible patterns (some of them very
brief) were discovered in the Scriabin piece. It seems significant that
oaly rately are these patterns repeated more than one time, and that
isually a repetition stands in close proximity to the original statement.
1T“mi“g to a general comparison between several pieces, Table
VL& indicates. (1) the total number of repeated patterns pecurring
1 piece; (2) how often these patterns appeared independently of a

'5€1 pattern ( that is, the encircled numbers in Table VII1-7 “h?vv}'

'often they were repeated once, twice, or more than twice; (3) the
Mnber of chords making up the patterns; and (4) how often the
Palterns were repeated within a measure or two of the original presen- |
tating, In the earlier works we observe a grpﬂ.trr frt‘quwl(‘_"-' of Pﬂtt{'-’rnf'
“ntiining more than two chords (45 in VN as opposed to 4 in PL).
Both Verklgerpe Nacht and the early Webern Quartet exhibit fairly
|E‘TIEt|'l}' Paltterns of 16 and 22 chords ;'E:H'}E‘L'tl"v't‘.]}'. It may seem CUTIOUS
"at Pierrot Lunaire (minus the part for Sprechstimme ) does mntalin
JIT}I:hl;I]‘d pattern—due to & repeated ;leum-.igncntui figure begin-
m?‘g N measure ao—which is, however, canceled out by the Sprech-
Htimme, Bog, the early and late pieces show a considerable num’ttt"r of
Attens that are repeated only once, and usually in close proximity to

“riginal statement. Thus in the Pierrot Lunaire example of 28
Patterng i o)) 17 were repeated once, 13 in consecutive measures; .'J_nd
e Lyric Suite 82 (of g4) were repeated once, 31 in consecutive
Medsures, :

Some of the patterns uncovered by the computer pose an intriguing
o ton: 15 the repetition part of the compaoser’s artistic intention, of
4] the machine simply come across accidental (‘.i‘.lrl‘l.‘ﬁp{'.ll'll‘.ili.‘ﬂﬂﬂs"j I:"'
T Erample gl o mletml]owing taken from the first part of W-?hvm.s

riet, Opus 28 the relationship indeed seems fortuitous since 1t
mn]vfsdiﬂ'prentchnrd roots, positions, spacings { see Example VIII-2z ).

/ ’ i sotele mav
Yet the fact th s lace_immediately ma)
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Table VI11-8. Repetitions of chord patterns

Tertian Post-tertinn
VN  Q(05) PL, PRI, * L3 38}
Repetitions (2nd Mvt.)
1) Tetal no, of
Tepets, o7 51 28 26 HE 10
| (2} No, oeeur,
indiep, 29 15 2 i 4 1
| N, repeated
Ghoe ti2 49 17 14 52 7
No. repestad
Wipg 5 10 5 [ ri &
No, repeted
e tha
| tice 2 5 4 ] | 0
| b, repets, 47 60 24 19 Ha g
Sechi. repeta 2y 12 4 2 5 1
More thag 5
| thel, repists, a1 g 0 5 4 0
longest repet. 14 29. 3 19 fi 4
chad, hd,
A Ko, of repets, .
N onser. mens,  4() 17 13 0 31 8

Nat Hichading the part for Sprechstimmie.

Eranple Viii-g

~ 'fﬁ%'_%.___

{f

P & . has revealed
::wh tts d‘-‘“fmralto use, If this is the case the compute rl}m-\ r_. yrely
,hrug "hat may be g important form of variation "’Chm;f"; .
Erpalls . ‘ r i ol

Mallic i, fature ) that we would normally have ove rlooke
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The same question arises in the following repetitions from Schoen-
berg’s Pierrot Lunaire, but in reference to an even more minute
pattern, consisting of two intervals, a diminished fifth followed by a
major third, which recur each time with different notes, different
rhythms, ete. (see Example VIII-3). Again the pattern is stated in close
proximity, making its conscious use as such at least plausible,

In summary, we have noticed especially the sudden decline in the
later pieces of the use of traditional, or tertian, tvpes of chords, the
dbaln{ioniug of smooth or conventional voice leading in the resolution
of dissonances, and the general absence of lengthy rupf:ah‘d atterns
of chords. Thus one’s initial impression is of a gu[]{*mf lack of har-
monic order in the later works (with the Lyric Suite providing the
most notable exception). At the same time. however, a few hints of
possible new kinds of organization su rgested themselves. In the use of
dissonance one piece (by Webemn) showed a quite calculated place-
ment of more acute intervals at the climax of the continuity. And, 45
we have just observed, repetitive intervallic patterns may have been
consciously employed by Webern and Schoenberg. But the miost
interesting and tangible new development, observed especially in

Ezample VII1-3.

m. 27 m. 29 i, 30

Webern, Stravinsky, and Varése lay in what seems their deliberate
selection of certain harmonic colors within a given composition,
thereby limiting themselves to a few predominant sonorities which do
not return in any set order but are heard frequently enough to prov ide
a sense of unity within the piece as a whole. And in the discerning of
all these (possibly) new forms of harmonic ordering, the computer
hnl"! lshnﬁ.‘r'll itself to be a most invaluable, if not indeed jl]diSP‘.‘ﬂSﬂHt"
guide.
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Automated Discovery of Similar
Segments in the Forty-eight
Permutations of a Twelve-Tone Row

by GERALD LEFKOFF

In each group of forty-eight permutations of the twelve pitch
classes which are derived from a twelve-tone row by the traditional
procedures of inversion, retrogression, retrograde-inversion, and trans-
position, there are segments of various permutations in the group
which are similar to each other in certain ways, This paper is con-
ceried nu[}' with permutation segments which are similar in either of
wo ways, namely (1) identical unordered pitch-class sets (that is,
segments which have identical pitch classes) and (2) identical or-
dered pitch-class sets (that is, segments which have identical pitch
thsses in the identical order). The second type is a subclass of the
first tvpe.

The frt*quenu}', size, location, and content of permutation segments
with identical pitch classes (ordered or unordered) is unique to each
Permutation group, While the conditions which determine the recur-
enee of such segments within a group can be formalized, the actual
fecurrence within a group {leppndﬁ upon the Pnrticqur ﬂrd(‘ril'lg of the
Pitch classes in the row. Hence these recurrent segments must be
“arched out independently for each permutation group. Computer
Frograms which discover all recurrent segments of the type mentioned
ire described in this paper. If the discovery of these recurrent seg-
ents is of use, the automated discovery of these patterns by com-
Puter is of value in that it is more efficient and often more accurate
ang t}mmugh than a manual search. !

Three uses are suggested for lists of recurrent permutation seg-
Ments. First, they may be used in association with compositional
Procedures in c[uEr-mii;}ing characteristics of the row which may be
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emphasized or avoided and in selecting particular permutations used
in the composition. Secondly, they may be used in association with
analytical operations. These may include the operations of recon
structing the probable permutation structural scheme used by the
compaoser, of searching for motives and chordal entities, and of ﬁ'mh:
ing for relations of pitch-class sets which produce a kind of “tonality.
Thirdly, they may be used in association with the theoretical explori-
tion of permutation groups to answer such questions as the following:
What are the frequency and association limitations on recurrent -
mutation segments in the forty-eight permutation group? What SF'ET_“['
icant classifications of tone rows according to recurrent permutation
segments in the permutation group can be stated?

In the version of the program used to produce the examples, the
twelve pitch classes are represented by the integers o, 1, 2,. . ., 11
Zero can represent any pitch class like a movable “do.” (Another
version of the programs will use note letter names in which C replaces
zero, )

The input is the twelve integers which represent P,, the prime form
of the row with a transposition value of zero, The program prints l_mt
the forty-eight permutations as shown in Figure IX-1. The prime (F)
and retrograde (R) permutations, and the inversion (1) and refro-
grade-inversion (RI) permutations are placed side by side respec-
tively. The column headings 1, 2, 3, . . . . 12 following the letters
P, R, I, and RI indicate the ordinal position of the pitch classes in the
permutations below. The row headings o, 1, 2, . . . , 11 in the columos
below the letters p. R, I, and RI indicate the transposition value of
the permutation which follows. Each row of twelve integers, read
from left to right, represents one of the permutations in the group.

The individual permutations are designated in the subsequent pro-
gram in the usual manner with the letters P, R, I, and RI followed by
the transposition value of the permutation. A standard arrangﬂ“"f”t_“'(
the permutations in the group is used in which the P and I forms with
identical transposition values begin with the same pitch class, and Iﬂ“'
P and R forms and I and RI forms, respectively, with identical
transposition values exchange their first and last pitch classes. In the
example, the first Pitch class of the P and I forms and the last I"i“:h
class in the R and RI forms correspond to the transposition value, This
correspondence is not required however by the program.

The location of g permutation segment in the group is dem'gnﬂf“[
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| Figure IX-1, Forty-eight permutations derived from an ordered 12-pitch-
class set

by reference to the permutation in which it is found, followed by the

integers in parenthesis which indicate the ordinal location of the first

and last position occupied by the segment. Hence the designation
' Rig(3-7), indicates a permutation segment which is found in the RI
Permutation with a transposition value of nine which begins with the
third position and ends with the seventh.

For each permutation segment there are eleven other segments
which are found in the same ordinal position in the same permutation
form which have the identical intervallic relationship between the
pitch clagses althuugh the pitch classes themselves differ. In the pro-
Eram only ane of these segments is given. The rest can be easily caleu-
lated, Hence, if the ordered set {o, 5, 1} is found at P3(7-g) then- the
set {1, 6, 2 is found at P4(7-g), the set {2, 7, 3} is found at P5(7-9),
the set (9. 2, 10) is found at Po(7-g), and so forth. These related seg-
ments are found by adding, in Modulo 12, the same transposition
value to each of the pitch classes in the segment and to the trans-
Position value of the permutation form. Only the prototype of the
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group of twelve is listed in the program for the sake of simplicity in
the output, since excessive output tends to obscure the elemental re-
lationships.

The choice of prototype of the recurrent segments are as follows.
For the ordered sets, that transposition of the permutation is used in
which the first pitch class is zero. The choice of prototype for un-
ordered segments is somewhat more involved. Since these sets are
unordered, the actyal pitch elasses may occur in any order in various
permutation segments. In the prototype the pitch classes are given in
ascending order, and the transposition chosen is such that the first
pitch class is zero, and the smallest interval span between the first and
last pitch classes is used. If more than one transposition yields the
same minimum interval span, the transposition which yields the first
lowest number after the zero is selected. This is a standard form
which is often used to represent classes of pitch-class sets. However,
in this program the prototype of unordered pitch-class sets represent
actual pitch elasses, Hence, if the unordered pitch-class set {0, 3, 4 5}
is found at RI2(3-6) then the unordered set {3, 6, 7, 11) is found at
Rl5(3-6), and so forth,

Some ordered pitch-class sets retain their identity under the oper-
ation of retrogression or retrograde-inversion at one of the twelve
transpositions. When listed in the output, these types are labeled R or
AI, respectively. The ordered set {0, 1, 7, 6} is an example of the type
which retains its ftlentit}' upon retrogression and is labeled R, and
{0,1,3 4) s an example of one which retains ite identity upon retro-
grade-inversion and i labeled R1.

Some unordered pitch-class sets retain their identity at several
transpositions. Ap example is the set {0, 1, 3, 6, 7, g]. This set retains
its identity under two transpositions (o and ). This includes a trans-
position of zero under which all sets retain their identity. Some un-
ordered pitch-class sets retain their identity upon inversion. An
example is the set | 9, 1, 3, 4}. Most unordered pitch-class sets which
retain their identit}r Upon inversion also retain their identity under
several transpositions, The set {o, 4, 8} (the augmented triad) is an
example of such g st When listed in the output, the unordered sets
are labeled according to the operations under which they retain their
identity, as follows, A set which retains its identity only in the prime
form is labeled P. One which retains it identity in both prime form
and inverted form s labeled PI. The letters P or PI are preceded by
the integer which indicates the number of transpositions under which
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it retains its identity. The minimum is one | for transposition of zero),
and P is always present. The set {0, 3, 4} is labeled 1P since it retsins
its identity only in prime form for transposition zero. The set [o, 6] is
labeled 2PI, since it retaing its idvntit}f as prime under two transpo-
sitions and its identity under 7 for two transpositions. The set [0, 1,
3 6, 7, 9} is labeled 2P,

The ordered sets which are labeled R and RI and the unordered sets
which are labeled PI or which retain their identity under more than
one transposition of necessity are found in more than one of the
permutations. in the group. Hence the special attention which they
receive in the program, .

Figure IX-2 is the list of recurrent unordered pitch-class sets (size 2
to 10) with their locations, which occur in the permutation group
found in Figure IX.1, Figure IX-3 is the list of recurrent ordered
pitch-class sets (size 2 to 12) with their locations, which occur in Ullf'
permutation group found in Figure IX-1. The permutation group in
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Figure IX-1 is that used by Schoenberg in his Fourth String Quartet,
Opus 37.

The format of the output found in Figure IX-2 is as follows. A blank
line appears before the appearance of each recurrent segment. At the
very beginning of the next line the segment type is labeled (1P, 2PI,
1P1, etc.). This is followed on the same line by the pitch classes which
oceur in the recurrent set. If the set does not retain its identity upon
inversion, two sets appear on this line, the second set being the
inversion of the first. If the set retains its identity upon inversion, only
one set is given. Beneath the appearance of each set is a listing of the
locations of its appearance in the permutation group. This list is in
two columns with locations in P and R forms with the same transposi-
tion side by side, and in I and RI forms with the same transposition
side by side.

The format of the output found in Figure IX-3 is as follows. A blank
line appears before the appearance of each recurrent segment. At the
very beginning of the next line the symbols R or RI appear if the set |
retains jts idenﬁt}' upon retrogression or retrograde-inversion. If the |
set does not retain its identity upon retrogression or retrograde-inver-
sion, four related ordered pitch classes appear on the one line. Taking
the first set for reference as a prime form, the second set is its
inversion, the third set is its retrograde form, and the last set is its
fetrograde-inversion. If the set retains its identity upon retrogression
Or retrograde-inversion, only two sets are listed in which the second is
the inversion of the first. Beneath the appearance of each set is a
listing of the locations of its appearance in the permutation group.




CHAPTER X

FORTRAN Music Programs
Involving Numerically
Related Tones

by IAN MORTON and JOHN LOFSTEDT

Three FORTRAN programs coupled to numerical definitions of
tonal material are described in this article, Two programs for composi-
tion and one for the analysis of tonal musie are discussed.

Tonal music relies on pitch relationships which can be described
numerically by the first four integral primes (1, 3, 5, 7), the first four
reciprocal primes (1/1, /3, 1/5, 1/7), their multiples (g, 15, 21, 25. 27,
ete. ) and srrbmultip!vs {1/9, 1/15, 1 /21, 1/25, 1/27, ete).

The interval of the perfect fifth, C to G, for example, may be
described as the function 3 since the frequency of G is 3 times that of
C. Moreover, since musical tones are related logarithmically to the
base 2, the musical octave (the power of 2) has no meaning in this
theoretical framework, and G may be said to be related to C by the
function 3 irrespective of the octave in which either may appear. _

It is also worth noting here that the relationship between G and C
may also be described as the Function 1/3, since C is obviously 1/3 the
frequency of G when G is 3 times the frequency of C. A musical
interval does not care whether it is described from below upw.-urd or
from above downward.

The harmonic major third, C to E. for example, may be similarly
described as the function 5 since the frequency of that E is 5 times
that of C. As in the case of the perfect fifth, either or both tones may
be multiplied or divided by any power of 2 without doing violence to
their relationship. It should also be noted again that if E is 5 times U
then Cis 1 /5 E, :

As we have seen in the cases of the intervals just described it is not
possible to know which tone of an interval, if either, is derived from
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the other. A tone is said to be “derived” from a “root” when its

frequency is the result of multiplication or division of the root fre-
. quency by a prime number. A minimum of three tones is required to
! produce a discreet musical unit which contains an identifiable tone of
derivation and tones which are clearly derived from it.

Ambiguity of “roothood” is present, then, with anv two isolated
tones. It is also present in a structure of three or more tones when no
one of the tones can be a root { for example, the diminished triad and
the diminished seventh chord), and in any structure in which there
ire two or more possible roots ( for example, the augmented triad ). ,

The simplest possible musical construction in which a tone of
derivation is clearly defined is the major or minor triad, which, when
major, may be described as three tones at the 1-3-5 relationship
(C-G-E, respectively ).

A major tonal system (key) can be constructed by disposing three
roots at the 5 function from one another {(1/3-1-3) and erecting major
triads upon each. If we take C1 as the root of the tonic triad, the root
of the dominant triad will be Gg, and the root of the subdominant
triad will be F1/3. The tonic triad will then be C1-Gg-Es; the domi-
nant triad will contain GS-DH-Bis; the subdominant triad will be
composed of F1/3-C1-As/3. Since it is more convenient to deal only
with integral numbers we clear the fraction by multiplving all of these
tumbers by 3. The tonal components of our major key now become
F1,C3, As, Gy, E1s, D27, and Bgs.

The minor triad is symmetrical with the major and is an equally
primitive unit. It can be described most conveniently and powerfully
by the first three reciprocal prime numbers: 1/1-1/3-1/5. This view of
the minor triad defines it as a manifestation of frequency division in
the same manner as the major triad was defined as a manifestation of
fi’“‘fIUEn{:}' multiplication. Thus in describing the traditional A-minor
triad (A-C-E) we take E to be the tone of derivation as 1/1, A then
becomes 1/3, and C becomes 1/5. We will call this triad E minor
instead of A minor since E, not A, is its tone of derivation (1/1).

A minor tonality (key) mav be constructed by taking three roots at
the 3 function as we did with the major mode but dividing the
Fﬂ*riuum-}- of each root by 1, 3, and 5. instead of mUIﬁPI}"fﬂg~ Let us
take Ex5 from the major numeric scale as our tonic root (1/1). The
tonic triad will then consist of E15-A5-C3: the dominant triad will
“ntain As-Ds/5-F1; the subdominant triad will be composed of
B45-E15-Gg. The numeries of the major and minor systems are seen to
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be the same with the exception of Dz27 in the major system and D53
in the minor. To clear the fraction we again multiply all elements by 3
and obtain for the combined major-minor system: Fg, Ds, Cg, As5,
G2z, E45. D81, and Biss. To compare the two D's we multiply D5 by
successive 2's to place them in the same octave: Ds, Do, Dzo, Dyo,
D8o. Their relationship is that of the syntonic comma, 81,80,

It is well known that the 7th (F) of the dominant seventh chord in
major (GBDF ) is not the same frequency as the note F which acts s
the root of the subdominant triad (FAC). The two tones remain
undifferentiated in our traditional musical notation, however. In order
to achieve a precision not afforded by orthodox notation it is neces-
sary, therefore, to add one more numeric to our series—G27 Hmes 7
(F189). To view the nature of the difference between Fi8g and F_'-‘
(the root of the subdominant triad) we multiply F3 by successive 25
to place the two F's in the same octave: F3, F6, Fiz, Fay, F48, Fob,
Figz. By dividing F18g and F1gz by the common divisor 3 we find the
relation between the two F's to be (:':.;_-'63.

The 7th of the dominant seventh chord in the minor mode (AFDB]
is the 1/7 function of the dominant tone of derivation A3, Since it s
obvious that we shall be left with another fraction by such a division
let us multiply all scalar elements by 7 before we divide: F21, Di5
C63, Aros, Gasg, E315, D367, Bgys, Fi323. The 7th of the minor
dominant seventh chord will then be A1os/7 or Bis. To compare B15
with Bggs, the root of the minor subdominant chord (B-G-E) we
multiply B1g by successive 2's to place the two B's in the same octave:
Bis, Bao, B6o, Bizo, Bz4o0, B4So, Bgfo. Dividing Bgbo and Bg43 by
the common divisor 15 we find their relationship to be 64-63. .

So that we could be assured of quotients which would remai
integral in a complete numeric system it became clear that we
fequired a number for the tonal center that was minimally
1X3Xx3x5x7 To provide one additional primitive division W¢
chose C as 1 % 3 x g x 3 % 5% 7, or g45. F then became 315 -'““i";'
became 2835. Other notes were derived by multiplications and divi
sions by 3, 5, and 7, resulting in the system shown in Table X-1.

The note name assignments need not be fixed. Any note which acts
a5 a tonic may be assigned to g4s. If D is assigned 'to 945, then G B
315 and A is 2835, and other note names shift accordingly. Thus the
numerics stand for common tonal relationships rather than fixed
names of notes. The interlace of the simplest to the most complex
relationships is contained in the numerics and not in letters with
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attached musical accidentals—sharps, flats, and naturals, This nu-
meric deseription of relationships permits both precision and flexibility
in musical analysis and composition, and, of course, such symbolism is

handled with particular felicity by the computer vqmppu{ with the
FORTRAN compiler,

Table X-1. Numeric description of tonal relationships

Note name  Function Note nnme Funetion Note name  Funetion

0 0 T | 0 0
Dy 1 Gy 7 Bps 40
Ay 3 Gp 21 Fi 147
Fob Es 35 Db 245
Er 8 s 63 e 441
R B 105 Ab 7835
A 25 G 175 F 1225
By 97 Ab 189 Gr 1323
y 45 F 35 E: 2205
E 75 D 525 C 3675
F =1 Er 507 B3 mhv'i
Ci 125 B &5 A 12
D 135 C M5 Bh Hfilﬁ
B2 A 1575 G 11025
C 243 Bs 1701 As 11907
Gi 375 Fz 2625 I 15375
- A 405 3 2835 F 10845
Ez 625 D2 4375 = 30625
Fz 675 E 4725 D 33075
G ™ F 5108 By da7at
B 1125 g 7RIS F] 55125
E 1215 D 8505 [ 59535
Bz 1875 Az 13125 Gz 01575
Cg 2025 B’ 14175 A D225
A% 3375 G2 23625 F# 165375
A 1 A 25515 G | TRG05
Fx 5625 Bz 39375 Dg 275625
Gz 6075 Fz 42525 E 207675

Before P]_-u.;_wd"'gg to the dtrb(,nphun of our programs it must be

moted that the musician's dearly held concepts of the “inharmonic”

‘ tone and “chromaticized” chord dissolve in the presence of the
Humenm] di"iﬂnl:ltmn of  tonal w lationships. Tlu_ “passing tones,”

‘ i “'hhormg tomes,” xu.\bemmna “retardations,” “anticipations,” ““P
Poggiaturas,” “added tones.” and, God save the mark, “free tones” can

readily be identified numerically. To illustrate, the “passing” or “neigh-
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boring” tone B appearing with the C-E-G triad produces the minor triad
B-G-E along with C-E-G to form a compound triadic structure. The B
obviously has a specific, identifiable numeric relation with all three
tones of the C-E-G triad. “"Chromatic.” “altered.” “colored,” “clouded”
and even “corrupted” chords can also be identified with reasonable
ease and precision. The so-called “Neapolitan Sixth” chord related to
Cogs is simply composed of Dp63-F315-Ap18g. By eliminating the
fanciful jargon of traditional music theory and replacing it with 4
numeric description of tonal relationships FORTRAN hecomes an
eminently useful tool for tonal composition and analysis.

The more fruitful if not the more interesting of our composition
programs was the second, which we called Comp II. The first step in
the Comp II program was to read in several tables and two initializing
chords. We provided tables for the determination of the line and
space position of notes on a staff, the selection of new chord roots, and
the choice of rhythm patterns.

Once the tables and initializing data were stored, the compuler
selected a rhythm pattern for the first measure. The tables provided
measures of various rhythmic combinations from which the computer
chose one measure at random. Several sets of measure tables were
developed to correspond to musical tempi and styles, These inchuded
Adagio in !, Moderato in > and the like. A set of measures wis
selected to be stored for each composition or movement, A complete
measure was selected from the stored table with the aid of an IBM
random-number generator. This complete measure provided the num-
ber of events in the measure and the actual time values. For example.
one measure of four events might consist of four quarter notes. The
computer stored the number four (4) in an area called EVENT and
the values Q.Q.Q.Q in NOTE. A new musical incident (chord or rest!
was written for each valye in EVENT, and when all the values in
EVENT were computed a new measure was chosen. Since the pro-
gram did not include an examination of earlier measures to determine
the nature of the new measure but relied only upon random selection
of prescribed patterns, the temporal character of the music was not
always logical or convincing,

After the selection of the new measure individual chords were
chosen. The computer examined the two initializing chords or thost
just previously determined and chose the next musical event from
tables. The initializing or previously written chords were first exam-
ined for mode Progression ( that i_-s,r major to major, major to minor.
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minor to major, minor to minor ). Four sets of tables were prepared,

and the table to which the computer went depended upon the mode

progression. The tables were set in a three dimensional array. One

dimension of the array contained all possible roots of Chord [; the

second dimension contained all possible roots of Chord II (these two
| dimensions were identical, of course); the third dimension contained
the numbers 1 and 2, one of which was randomly selected. Two values
for the new event were at each point of the array, These two values
included: the chords of the major tonalities of C and G, the chords of
the minor tonalities of E and B, and rests. The random selection of 1
Or 2 cansed the selection of one of the two optional events. Recyeling
loops which the computer might have generated were defeated by this
, random feature.

An illustration of the procedure outlined above follows. Say the
tomputer found the mode progression of the two previously written
chords to be major to major. The root progression was, say, Cg4s to
2535, These conditions will lead the computer to a table which
provides, say, Coq5 or Bi4175 as the optional responses. The random
number generator will select one of the two values.

By using tables, tight control was maintained over the output, but a
measure of freedom was injected by permitting random selection of
one out of a possible two events in the final decision.
| The selection of the new root being complete, the computer next

determined the position of each voice of the composition—soprano,
| alto, tenor, bass. We divided the musical staves into 61 increments,
and assigned a note name to each increment. These notes included the
first four sharps and first four fats. The C below the bass staff was
numbered 1, C# 2, and so on, until we reached the C above the treble
staff which was equal to 61. A rest was given the value 62, We also
divided the ranges of the four voices to conform to commonly ac-
cepted limits,

The SOprano voice was mmput{ed first, followed IJ\-" the bass, and the
inner voices, in that order. To determine which note of the new chord
I should be given to the soprano the computer first examined t?m

function of the sopranio note in the previous chord and observed its
staff position. It then noted the mode of the previous chord. (If the
Previous event was a rest the computer examined the chord before the
rest. ) The new soprano note was determined with a view _mward
]'-rm-jding interesting harmonic-melodic relationships by ehamlgmg the
melodie function in successive chords (a practice which incidentally
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all but eliminated parallel fifths and octaves), and producing a “nor-
mal” musical line. For example, if the mode progression was major to
major, and the previous soprano note was a funtion 3, the tables
provided that the function of the new soprano note would be either 1
or 5. The computer then determined which of these values was closes
on the staff to the last soprano note and selected it.

The bass was determined next by conditions set by the new sopranc
note. First the mode of the new chord was examined, then the
function of the new soprano note was observed. These two conditions
determined the selection of the new bass voice from one or possibly
two values. In the example given in connection with the soprand
voice, the mode of the new chord was major, and the function of the
new soprano note was, sav, 5. Under these circumstances the bass was
ordered to take the 1 function. Within the range of the bass voice
there exist two staff positions which correspond to the function 1. The
computer selected the staff position of the new note on the “closest
note” basis after considering the staff position of the previous bass
note.

Once the outer voices were determined the inner parts were filled
in. We prepared our program to insure that all three functions of 4
chord (1. 3, and 5 or 1/1, 1/3, and 1/5) were included. (In our
composition programs no dominant seventh chords were included
though, of course, the 7 and 1/7 functions were required for the
analysis program. ) If one of the outer voices was at the 1 function and
the ather at the 5 function, one of the inner parts took the 3 function.
If both of the outer voices took the same function, the inner voices
took the other two. If after three voices were chosen all functions were
present the fourth voice doubled the 1 or 3 function whichever wis
closer on the staff. Our program provided for alternation of priority
between the alto and tenor voices—first the alto had first choice and
then the tenor. With this method of inner voice determination neither
alto nor tenor often received a function 5 because the outer parts.
having first choice at the available functions, left the inside voices
with a limited selection,

The computed chord was lastly examined for crossed parts between
the soprano and alto, and tenor and bass, ( Crossing of tenor and alto
voices was considered to be musically acceptable.) If the soprano note
was found to lie below that of the aLI-m.~ it was sent to the staff position
one octave higher; if this action resulted in a note above the range
established for the soprano, it was retumed to its original staff pos
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tion, and the alto note was dropped an octave, An identical procedure
was conducted for the tenor-bass parts.

An l'nterc‘-sting outcome of this last routine was an occasional and
udmirable leap in the musical lines. These sudden changes to new
pitch levels overcame some of the computer’s tendency toward aim-
lessness and ereated a pleasant musical surprise from time to time.

In & previously developed composition program called Comp 1 we
relied more fui]:.' upon numeric manipulation and less on prepared
tables. The new root value was found from tables, and the mode of
the chord emanating from that root was found by consulting a table of
mised major-minor progressions. The function of the last soprano note
wis found hy diuiding the SOprano numeric ]'_I:.." the root numeric if the
mode was major, and dividing the root numeric by the soprano
tnumeric if the mode was minor. This calculation set up the conditions
for the determination of the new soprano, and selection was made by
multiplying or dividing the new root numeric by the calculated func-
tion. The other voices were found in a similar manner, provision being
made, of course, for inclusion of all functions of the triad and suitable
dmlhiing.

One advantage to be gained from calculating voices in this manner
ts the ease with which a program may be expanded, since the need for
making major revisions in the table values is greatly reduced. Simple
mullip]i;_--‘m'un or division pl‘_'l'n'l!'tﬂ easy (\xp:u]sinrl to include advanced
umerical combinations, while the table method limits a program to a
specific range of values.

Both lep I and Comp II contain many pu}werful features. At
Present, to be sure, both programs produce a conventional fuur-pnr.t
music not unlike that achieved by music students at the end of their
first year of collegiate study, Both programs, however, like good

Students, are capable of a more advanced form of compaosition.
of music, recorded the

COur analysis program examined a work :
mimber of chordal roots and the number of times each fell on a given
beat of 5 measure. The chord roots were identified by the numerics of
Table X The computer examined the data given to it and stored the

fﬂ]lnl,,-,-[ng results; (1) the number of times the root appeared in the
Piece; (2) the number of times one root followed another; (3)
Mumber of times one root preceded another; and (4) t
times a root fell on a certain beat of a measure.

Because numerics can be employed for every instan
e, the detail in this kind of analysis is considerable.

the
he number of

t of every meas-
: £
“Passing tones,
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and other “imharmonic™ tones, can be integrated numerically to pro-
vide a detailed harmonic evaluation of any tonal work. The program is
equally useful in statistically evaluating the melodic content of a piece
by “plugging in” melodic numerics instead of roots,

Some integration of root progression with melodic progression, bath
stated in numeric terms. may yield new insights into the very nature of
music. The coupling of FORTRAN to numeric tonal descriptions
makes such a study possible.




mm CHAPTER XI

Theoretical Possibilities
for Equally Tempered
Musical Systems

by WILLIAM STONEY

Of the many proposals that have been put forward for novel sys-
terns of tempered tuning over the past four centuries, not one has yet
found general acceptance among composers or performers as a practi-
cal alternative to the limitations inherent in the conventional 12-semi-
tone system. The purpose of this study is to re-examine the subject of
“qual temperament, utilizing the computer as a means of investigating
all of the possibilities within a given set of limitations." From such a
study we may hope to discover one or more temperaments of interest
' experimental composers; at the very least we may expect to gain
added insight into some of the reasons for the hardy survival of the
tonventional 12-semitone system.

One of the mast ancie;ﬂ and universal notions in the theory of
music is that the ear takes pleasure in those tone combinations whose
f“"l“"“f‘?r' ratios can be expressed in small whole numbers. These
fatios can readily be deduced by utilizing instruments of the mono-

This project formed a part of the research undertaken by this writer as a
Fellow of the Cooperative Program in the Humanities at Duke University :m,d the
[Jnix-m'l[}. of North Carolina during the 1gf6-1g67 academic year. We wish to
ieknowledge gratefully the assistance of Mr. Hamilton Hoyler, DI‘IEEEUT- Duke
'-'lli-.-ﬁ;jt_.,- Department of Data Processing, in making computer time available and
W arranging for the capable assistance of Mr. Dick Pritchard as programmer. Il)r.

rederick P, Brooks, Director, University of North Carolina D:\partt:ﬂ!*rlt b
mation Seiences, and Mrs. Bonnie Bain, Secretary for the Covperative ﬁﬂﬁ’.’m];
I the flu{na_njﬁ{:_q' Fll"i:l\-'if]l'!l'l. hf"lFlﬁl] sugFestions utilized in writing the detaile
Memorandum submitted to Mr. Pritchard as a guide for writing the ]mmmn-]:
“Pecial muemonic terms coined for this study are explained in the body Uﬂ ﬂ;“‘
Faper, The computer used was an IBM 360 Operating System, Madel 30, and the
| "anguage used was FORTRAN IV (E level subset).
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chord class and observing the inverse relationship which exists be-
tween string length and musical pitch for a stretched musical string of
given length, diameter, and tension.

The laws governing string vibration were known to the ancients,
and it is thus that we find the small number ratios forming the
foundation of musical theory in the Hellenic world * and in medieval
Arabic culture.” It is from these two sources that Western musical
theory descended, but with a pronounced tendency toward the simpli
fication of the materials used for scale building.

The intonation system of medieval Europe is presumed to have
been Pythagorean,* which is a term that has come to mean any system
in which all intervals are derived from the ratios of the octave (ratio
1:2) and the perfect fifth (ratio 2:3) and various manipulations of
these two ratios. In such a system the major thirds were too wide and
dissonant to permit the development of triadic harmony, The gradual
increase in the significance of major and minor triads, observable from
the middle of the fourteenth century onwards,” led to the development
by the sixteenth century of the system of meantone tuning for key:
board instruments, thus pmviding pure thirds in the more common
keys at the cost of perceptibly narrowed fifths.* During that period we
may also infer that the problems of fretting instruments of the lute
and viol class were laying the groundwork for the evolution of equal
temperament.” In this latter system, which has been in gt“nfml use for
about the past century and a half* fifths are imperceptibly narrowed,
thirds deviate considerably from their theoretically just intonation.
and the pitch distance covered by a semitone is the same throughout
the scale. Triads are tolerably well in tune and, indeed, have 1
brighter sound than in either meantone or just intonation, and all keys
sound equally well in tune ®

*See ]. Murray Barbour, Tuning and Temperament: A Historical Survey, East
Lansing, Mich., Michigan State Callege Press, 1953, Pp. 15-24. ‘

*See Al-Farabi, Bk I, in Rodolphe dErlanger (tr.), La Musique Arabe (6
vols.), Paris, Libraire Orientalists Panl Guenther, 1930, Vol. I, ga-117.

‘{(i}uslave Reese, Music in the Middle Ages, New York, W. W. Norton, 194
p- 161,

" A. Tillman Merritt and Willi Apel, “Harmony,” Harvard Dictionary of Music
(ed. Willi Apel), Cambridge, Mass., Harvard University Press, 1050, p. 324.

* Alexander Wood, The Physics of Music, 6th ed. revised by ]. M. Bowsher,
London, Methuen, 1964, p. 1g90.

T Cf. Barbour, op. cil., p. s7.

*Cf. Wood, op. eit,, PP 192—g3.

"Cf. William Braid White, Pigno Tuning and Allied Arts, sth ed. revised,
Boston, Tuners Supply, 1946, p- G5.
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The computer program with which this paper is concerned was
designed to explore the intonation characteristics of all of the theoreti-
cally possible equally tempered systems, starting with the conven-
tional 12-semitone system and carrying the investigation up to a limit
of 144 degrees to the octave. For present purposes we shall limit our
discussion to systems of not more than 72 degrees. The assumption
was made throughout this study that the interval of the perfect octave
{fatio 1:2) was to retain its just (that is, determined by its theoreti-
el ratio ) intonation,

The studies of numerous experimenters in this area have been |
sunmarized in Mandelbaum’s dissertation Multiple Division of the
Octeve and the Tonal Resources of 1g-Tone Temperament,” and it
nust be admitted at the outset that the various proposed systems
described by Mandelbaum have remained on the periphery of musical
evolvement in Western culture. There are, however, two justifications
l for ’L‘jﬂ'-'l'ﬁtig;tl'ing the question of :-xpf*rimc'nt.'ﬂ temperaments. The
firt of these is the facility with which the computer enables one to
explore all of the possibilities. Second, the use of electronic devices by
experimental composers has removed earlier practical barriers to the
exploration of new temperaments.

The first problem which presented itself was the question: How d‘?
| ¢ determine what really is true intonation? The studies of Barbour ™

4ud Shackford ** have demonstrated that just intonation has not neces-
sarily been a characteristic of Western musical practice. The discipline
'_:'{ *'tlm'-‘m“-ﬁiM|Dg}' offers little support for a mathematical theory of
Monation because in so many isolated communities of the world
itonation varies according to local tradition.” -

On the other hand, jus1t intonation is considered to be the ideal in
H]Eﬂl'}’1 though flexible in practice, in the writings of Helmholtz ** “n,d
Lloyd* and the use of pure ratios has been eloquently advocated in

“Meyer Joel Mandelbaum, Multiple Division of the Octave i H?r T:?ME
“ces of 19-Tome Temperament, Ann Arbor, Mich.: University Microfiais,
| 1931, PP. 134-218,

o rbaur, op, cit., pp. 197-99. <

'2:':!’!31'11:5 Shckfnrip“si;mgghspech of Perception I1I: Addenda,” Journal of

e, Theory, V1, ags-—04, ST
See, for example: Colin McPhee, Music in Bali, New Haven, Yale University

. 108, pp. 3655,
for cmminn L. F. Helmhaltz, On the Sensations of Tone ax a
he Theory of Music (trans. Alexander J. Ellis; ed. Henry Margenau

Yok
a0, CVET, 1954, Pp. 323-327 of passim. ;
5 : Boyle,
I:-|It"n\n.l=.|_'|.'l'| 5. Lloyd, Intercals, Scales, and Temperaments, ed. Hugh Boyle

Physiolagical Basts
. ) New

dar, Macdonald, 1963, pp. B2-g1.
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both theory and practice by the American experimentalist Hamy
Fartch." Still further support for just intonation may be found in the
preoccupation with pure ratios in the musical theory of ancient
Greece," and of the medieval Arabic world,”™ and (in the observation
of this writer) in the performance practice of the best Hindu and
Carnatic musicians, as well as the better Japanese koto players.

Ouwr solution to the dilemma of divergent attitudes about intonation
must therefore be to fﬂrugﬂ any attempt at prest:ﬁhing what should be
the practice of musicians; we shall simply investigate and classify the
theoretical possibilities. The procedure for evolving such a classifics-

Ratio Cents valye Ratio Cents value
bt 203.910 10:12 J15.641
K:10 As6.313 10:13 454.214
8:11 551,318 10:14 82511
5:12 701,955 10:15 701,954
5:13 B40.527 11:12 150.637
8:14 068.825 11:13 280,200
s:15 1088, 268 11:14 417.507
9:10 182,404 11:15 536,950
9:11 347408 12:13 138.573
p:12 405.045 12:14 266.5870
9:13 636,617 12:15 386,313
0:14 T64.915 13:14 128.208
B:15 BR4.358 13:15 247.740
10:11 165,004 14:15 118443

Figure X1-1. Printout of the essential ratios

tion may best be discussed by referring to specific examples of the
computer printout,

The first phase of the program was concerned with computing the
theoretical values for the ratios found in the fourth octave of the
harmonic series, in terms of cyclic cents (see Figure XI-1). Cents
are a kind of system of musician’s logarithms—anticipated by
Woolhouse,™ and used extensively by Ellis ®—in which the logarithm
of the octave ratig (1:2) is converted to equal 1200 cents and the

YHarry Partch, Genesis of & Musie, Madison, Wis., University of Wisconsif
Press, 1g4g,

Y Barbour, op- cit., pp. 15-24,

1’ D_'Er].'-mgur, ap. cit., Val, I, PP 91-116 and 172 .

"Wesley 5. B, Woolhouse, Essay on Musical Intervals, Harmonics, and the
Temperament of the Musical Scale, London, J. Souter, 1835, pp. 12-18.

* Helmholtz, op. cit., PP- 446-4586. ‘
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logarithms of all other ratios are expressed in terms of this value. Any
interval in the conventional 12-semitone temperament is an even multi-
ple of 100 cents, thus affording an immediate comparison between the
familiar tempered scale of the Western world and the intonation of
any other musical system.

It will be observed, in Figure XI-1, that the ratios used are confined
to those found in the fourth octave of the harmonic series. All lower
ratios may be found by using an appropriate multiple. For example,
the perfect fifth (ratio 2:5) may be taken as the ratio 8:12; the just
major third (ratio 4:5) is taken as 8:10, and so on. As a practical

DEGEYM 12

ORDNO Cents value HARFAC Dieviation
fl 00,000 5 0.000
1 100,000
2 200,000 9 —3.910
4 00,000
4 400,000 10 13.657
3 300,000
fi H00,000 11 48.682
i 700,000 12 —1.955
5 800,000 _
b 000.000 13 50.473

Lo LO00, 000 14 31.175
I 1100000 15 11.732
12 1200,000 16 0.000

l deviations Summary:
8:12 —1.055
RB:10:12 AVER 10427 MAX 10:12 —15.641 MIN 8:12 —1.855
10:12:14 AVER 18846 MAX 12:14  33.130 MIN 5:12 —1.955
8 THRU 15 AVER 27.111 MAX 9:13 63383 MIN 8:12 —1.055

Figure X1-2. Printout of the analysis of DEGSYM 12

limitation to the present study it was decided that the ratios should go
10 higher than those of the harmonic series fourth octave.

: Figure XI.2 shows the computer printout for analysis of
tional 12-semitone temperament; since the analyses of higher systems
follow the same pcrmedurc and format, this exﬂmPI(‘! will serve t_U
ilustrate the rest of the program. By way of vocabulary: RCETh
Miiemonic for degree system, that is. tempered scale system; (JHDI‘IJD
'S mnemonic for ordinal number, which is the number for a specific
degree in  particular system as reckoned upwards in pitch S t1]1.;-
“sume starting point. “Cents value” is the pitch distance in €y 2

the conven-
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cents of a specific ordno as reckoned upwards from ordno zen
HARFAC (mnemonic for harmonic series factor) is synonymous with
the word harmonic, HARFAC § being the eighth harmonic, HARFAC
g the ninth harmonie, and so on. A minus sign in the deviation column
indicates that the tempered version of a harmonic is flat, or lower ths
its just pitch by the indicated number of cents; absence of a minus sign
means that the deviation is sharp, or higher than its just pitch. Tuo
additional columns which were in the printout are not included in the
example. One showed frequencies in cycles per second for cach
OBDNO, with ORDNO 8 taken as 220 cps. The other column was
reserved for special comments on extent of deviation, and on relatie
-.\I}HE'HJ.IL:'.

In the data shown under the heading “Deviations Summary” (Fig-
ure Xl-2) all deviations were computed with respect to the just cents
values shown in Figure XI-1. In the first line, opposite the ratio 8:12.
is given the deviation for the interval of the ffth. In the second line,
Opposite the ratio 8:10:12, is shown the average extent of deviation
for all of the essential intervals formed by the major triad (5:10
8:12, and 10:12), after which follows a listing of the interval with
maximum deviation, and the one with minimum deviation, Line three
applies the same procedure to the intervals contained in the third
octave of the harmonic serips (8:10, 8:12, 8:14, 10:12, 10:14, and
12:14), and line four carries the same procedure into the fourth
octave of the harmonic serjes.

The data given in the printout for any particular degree system
Permits us to examine that system, by inspection, from five different
points of view. First, those systems having the lowest deviation for the
perfect fifth would vield Pythagorean intonation. Second, those 515
tems showing lowest deviation ;"*‘Tﬂge for the major triad would be
suitable for Approximating just intonation, Third, systems having low
deviation averages for the intervals contained in the third and fourth
octaves of the harmonijc series (and especially the fourth octave!
would enable one to utilize these intervals in experimental music.
Fourth, systems of degrees numbering 24, 36, or any multiple of 12
would be compatible with the conventional 12-semitone temperament
Finally, systems with 4 high extent of deviation for the simpler intef-
vals of the fifth ang third (systems of 13 or 14 degrees, for example)
would produce highly artificial intervals and scales.

One further concept which was written into the program must be
discussed hrieﬂ}',- this is the concept of relative spacing. When 4
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HARFAC represents the mean term in a proportion of three integers,
its pitch location in “Cents values™ should be nearer to the higher tone
than to the lower., Consider, for example, the location of the fifth
within the octave as conforming to the proportion 2:3:4. The fifth
must obviously be nearer in pitch to the upper octave than to the
lower; otherwise the result might be a tritone and not a fifth. Or again,
considering the major triad as being the proportion 4:5:6; the third
of the triad s the mean term of this t:rnportiuu and must be nearer in
pitch to the fifth than to the root in order to avoid producing a neutral
triad. For this spacing, normally used for the fifth within the octave
and the triad third within the fifth, we may use the term “proportional
Spacing,”

As we move to higher ratios, the ear becomes satisfied with a lesser
degree of accuracy, Using the scale of A-major for reference, the first
i o Rre B and ¢4 *—should conform to the
Poportion 8:9:10; but in this case the ear is satisfied with note b
f‘quiﬂis!unt in pitch between notes a and '8, We may call this latter
kind of spacing “neutral spacing.”

If, on the other hand, the note b were nearer in pitch to note a than
b %, the 36 Mool represent not the ratio 8:9:10 but the
feciprocal of this ratio, and we may term this “inverse spacing.” Since
this Program dealt with superparticular ratios rather than scales, the
Possiblity of inverse spacing was rejected. The computer was pro-
Srimmed to require proportional spacing in locating HARFAC 12
With respect to HARF ACS 8 and 16, and HARFAC 10 with respect to
H.’lHF.-\I:S 8 and 12. Either neutral or proportional spacing { depend-
it upon the nearest match for “Cents values™) was [Ji‘rmil'tt_'d in
]Dt'-ih'ng HARFAC 14 with respect to HARFACS 12 and 16, HARFAC
4With respect to HARFACS 8 and 10, 11 with respect to 10 and 12, 13
With respect tg 12 and 14, and 15 with respect to 14 and 16.

¢ procedure for DEGSYM 12, as shown in Figure XI-z, was
Ipplied pg all of the tempered systems falling within the limits of this
Study ang the results for each s;-stem were printed out. Essential d:ltjl
or each system was then cupit*li-i onto a sepamte index card to PEI_TI'IIt
m-d,?n-“g the systems according to various criteria. Our conclusions

Erived from this smd}, may be summarized as follows:

w‘-at:]n ‘j"ﬁtqnaﬁnﬂ Pitch by letter names, we have used lower case letters tI:: im],;;
s i extending from low ¢ {an octave helow middle o) upwards !t n?r:ﬂ
middle c; if a prime sign (*) follows a letter designation, that note i

 ad gy octave higher in pitch.




170 The Computer and Music

1. The conventional 12-semitone temperament vields greatest purity
of intonation in the simpler intervals of the fifth and fourth, moderate
deviation for thirds and sixths, and the rather large deviation of 31
Cents for the seventh harmonic. The existence of the eleventh ind
thirteenth harmonics is doubtful.

2. Any improvement over the 12-semitone temperament, for pur
poses of just intonation, would require at least 1g degrees to the
octave. .

3- A 17-degree system yields good fifths (70s.9 Cents) but too wide
thirds (423.5 Cents}. A 19-degree system yields nearly just thirds; its
fifths are 7 Cents narrower than just. A 22-degree system yields 1
reasonable approximation of just intonation through the twelfth har-
monic, and good relative spacing but too sharp intonation (by 32
Cents) of the thirteenth harmonic. The Rfth is 7 Cents wider than the
just ralue,

4 A 24-quartertone system yields a highly accurate approximation
of the eleventh harmonic and a satisfactory approximation of the
thirteenth harmonic. Fifths and thirds retain their present intonation.
but the nearest approximation of the seventh harmonic is quarter
tone lower than in DEGSYM 12, thus making HARFAC 14 (as 05°
Cents) neutrally spaced with respect to HARFACS 12 and 16,

5- Systems of equal temperament may conveniently be classified &
positive systems, or systems with wide ffths. and negative systems
hlh-'i'l'lg narrow fifths, These may further be listed in roster form
ascending order of fifth deviation as follows:

Fositive systems ( wide fifths )

0 to 1 Cent fifth deviation: systems of 41 and 7o degrees.

1 to 2 Cents deviation: systems of 2g and 55 degrees.

2 to 4 Cents deviation: systems of 46, 63, 17, 34, 51, and 68 degrees.

4 to 8 Cents deviation: systems of 56, 39, 61, 22, 44, 66, and 71
degrees,

Negative systems | narrow fifths)

0 to —1 Cent fifth deviation: systems of 53 and 65 degrees.

—1 to —2 Cents deviation: systems of 12, 24, 36, 48, 60, and 72
degrees.

—2 10 —4 Cents deviation: systems of 67 and 55 degrees.

~4 to —8 Cents deviation: systems of 43, 31, 62, 50, 6g, 19, 38, and 57
degrees,
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. Systems omitted from the above list have greater than 8 Cents
fifth deviation.

7. Temperaments of 1y, 24, 2q, 34, and 39 degrees have neutral
spacing of the seventh harmonic, raising the possibility that these
systems may be inferior to some others in relative spacing,

In summary of the above, systems (in ascending order of average
deviation for HARFACS 8 through 15) of 72, 58, 53, 70, 65, and 41
degrees vield low fifth deviation of 2 Cents or less. very good relative
spacing, and acceptable approximation of harmonics 8 through 15. A
temperament of 31 degrees has merit, but the ffth deviation of —s
Cents & n-i;l!i'ﬂ']_'n' L“.L;"*- The most promising low-order systems are
thse of 24, 22, and 19 degrees, For these last three systems practical
experimentation over an adequate period of time and utilizing suita-
bly designed instruments would be Bnepiticed fn orcuc sl wedss tets
Tespective deficiencies and merits.




i CHAPTER XII

Root Progression and
Composer ldentification

by JOSEPH YOUNGBLOOD

This study sought to determine whether a COMPOSET S ideuil'tf"llf
revealed through the distribution of root progressions in his music
Stated d"h‘n-‘”ﬂ}'} it sought to determine whether the way that chords
are connected is a minor encoding habit that would remain Ea.irly
constant throughout the works of a single composer and would dIEle
significantly from one composer to another.* Although the hypothess
that root progression distribution does constitute such a feature i
not strongly confirmed, neither was it flatly rejected; thus, the plan ¥
to continue the study with enough additional data to obtain a clearl
picture,

Root progression seemed a particularly good feature to study, P‘mh‘
because objective procedures for :iptpmrqining roots have been form®
lated,” and partly because it is unlikely that a COmposer would @
seiously manipulate root progression, especially a composer of Jeé!
counterpoint or of allegedly atonal music.

Four works were chosen for analysis: three string quartets and o1°
clarinet quintet. Three date from a single five-vear period, before the
publication of The Craft; these are by three different composers, allo
stature. The fourth work dates from after The Craft; it is by one of ¢
first three composers, who is also the author of The Craft.

! This stud
Humanities b
University
Director,

*CE William ]. Paisley, *

e
the

¥ was supported in part by a grant for Summer Research i1
¥ Ihli! University of Miami. Computer time was made available nr_m
of Miami Computing Center, Professor Carl M. Kromp, M€

DHEHHFFI“E the Unknown Communicator in Painting:

Literature, and Musjc: The S el of
b SAC s iﬁ & _ bﬁS. _fmi
Cﬂmi‘mmfcatl'ﬂﬂ. IV { 1gnilicance of Minor Encoding Hal

*CE Paul Hindem
Mendel), New Yark,

1964), 219237,
ith, The Craft of Musical Composition I (trans. by
Associated Music Fublishers, 1045, PP- 68-74.

I;.,:hu!
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The first movements of the following compositions were analyzed:
Claringt Quintet, Op. go, by Paul Hindemith (1923), String Quartet,
Number Four, by Béla Barték ( 1927), String Quartet, Number Three,
by Amold Schoenberg (1928), and String Quartet, Number Six, by
Hindemith (1943)."

The oot of every structure that contained representatives of at least
two pitch classes was determined.” The constituent interval that was
the hest according to Hindemith's Series 2 was found; ° the root of this
interval became the root of the structure. Where the best—and there-
fore only—interval was the tritone, that member of the tritone form-
ing the smaller interval with the root of the next structure became the
rot; where both members were equidistant from that root, the mem-
ber of the tritone lower in pitch became the root. Hindemith treats the
iugmented triad, the three-note chord in fourths, the diminished triad,
and the diminished seventh chord differently from other structures; in
this study these structures were not treated differently.

All structures were analyzed; immediate repetitions were deleted.
No attempt was made to distinguish between essential and nonessen-
fal tones. Trills were assumed to be measured and were arbitrarily
tonsidered half the value of the smallest measured value sounding at
the same time. Grace notes were analyzed before the beat, with values
stall enough to place them between the last measured note in any
Part and the note the grace notes embellish.

Root progressions were measured upward: movement up a perfect
fifth ang down a perfect fourth were grouped together as root progres-
sion of a perfect fifth. The category “No Movement” was withdrawn,
fince it was, in every case, about four times as large as the next largest
Eﬂt{'gﬂr}ﬂ.

F'f]’-'ﬂ?‘ﬂfinn of the Data

The pitches were coded in a modification of the DARMS code.” The
essenice of pitch representation in DARMS is that each staff is treated
alike; the pitch is deduced from the staff location, the clef, and the
dccidental. In this study the middle line was called 15, the second

“The Hindemith Quartet was analyzed through the first 54 measures, to the
&ﬂmﬂ& meter, :

" Struchure” g used throughout rather than “chord,” inasmuch as the latter
Ustally immplies representatives of at least three pitch classes.

o Hiﬂdpm{ﬂq Th
iy g , The Craft, p. gb.
Ct. Stefan Bauer-Mengelberg and Melvin Ferentz, in the ACLS Ne

Special Supplement, June 1966, p. 38.

wsletter,
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space 14, the third space 16, and so on. This was possible because of
the rvl.-ntiun.';hip of the lowest notes of the instruments involved ( vid-
lin, viola, cello, clarinet) to the clef in which these notes are normally
written; had a composer written the cello part more than five ledger
lines below the treble staff, a different numbering system would have
had to have been used.

Since at one point it was necessary to keep the two violin i
separate from one another, both § and V were used for the treble {IE”-'
A was used for the alto clef, T for the tenor clef, B for the bass ?H'
and C (as in “clarinet”) for the treble clef, Bp transposition. The
natural was indicated by a blank, the .-aI..-“-P by +, the double sharp by
the 0-2-8 punch, the flat by — (11 punch), and the double flat by =.
Silence was indicated by . (period) as the accidental and gg as the
staft location, :

The punching was done by melodic line, one measure at a time; in
order to be able to line up the pitches into vertical structures, it wis
necessary to space the pitch codes across the cards in such a way as 1o
reflect their relative rhythmic values, Only as many subdivisions were
used as were needed for all the lines in a single measure. A measure of
1+ the smallest value an eighth note and all larger values rt‘du{'ii}]ti A
eight notes (that is, no quarter-note triplets ), would require 8 subdivi
sions, On the other hand, a measure of ¢ in which all parts played &
dotted whole note tied to a dotted I|.-1|I'Jnntt‘ would require but on¢
subdivision. Most Mmeasures required 8 or 16 subdivisions, although |
bars with both eighth-note triplets and sixteenth notes “*"fmm[ "
subdivisions, A single beat of - against 6 required 42 subdivisions.

Each card could handle 24 pitch codes; additional cards were used
for those measures calling for more than 24 subdivisions. Double- and
triple~str:ppr‘|1g doubled and tripled the number of lines and therefore
the number of cards required for 1 measure. A change of clef in the
middle of a measure was considered the entrance of a new line.

The card format was as follows:

Column ;- nu]lating sequence, necessary when more than 00¢
card is required for g single line in a measure
Columns 2-5:  the measure number
5-6:  the number of rhythmic subdivisions in this measure
73 the clef for this eard
8: the first accidental code
9-10: the first staff location
11; the second accidental
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12-13; the second staff location

77:  the twenty-fourth accidental

75-79: the twenty-fourth staff location

8o:  a letter indicating the piece: B for Barték Quartet,
H for Hindemith Quartet, § for Schoenberg Quar-
tet, and C for Hindemith Clarinet Quintet

Root Extraction

All the P"U]'i codes for one measure were read into core. If there
Was only one line, and therefore no structures as defined above, the
mesure was skipped. Otherwise, the pitch codes were rearranged into
Vertical structures, The pitches for the first structure were calculated.
The struetyre was examined for unisons and octave duplications;
these were sot at pitch zero. The pitches were then sorted into
Beending order and the zeros—representing hoth doublings and rests
—removed, If, as a result of this process, the structure was reduced to
4 fepresentative of a sj“gh. pfll‘h class, the structure was abandoned
d pitch cileulation for the next structure in this measure was
ndertaken, Otherwise, it was compared with the structure immedi-
stely preceding it. 1f it was the same, it was abandoned; otherwise, it
"8 stored for comparison with the next structure. The root counter
%35 advanced after this step.
© intervals constituting the structure were then calculated. If the
Hicture contained only the tritone, a zero root was stored, and the
o pitches were stored for comparison with the next root. If the best
nterval was other than the tritone, the root of this interval was stored
“he 100t of the structure. The preceding root was checked: if it iy
10 it wag replaced by the pitch forming the smaller interval ‘_‘"ﬂ'

 cument root or with the lower pitch if the current root was a minor
thirg way from hoth pitches.

More structures remained in the measure, pitch calculation for
“t structure was initiated; otherwise, the pitch codes for the next
rm».;surv Were read in. )

Mer all the roots were extracted and stored, the root progressions
e caleulateq, These were all reckoned upward: an upward root
PR ression and its inversion downward were grauped tngt'lhe_r. In
"% cases where the successive roots were the same, resulting in no

1-II.‘r]
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motion, the repetitions were deleted. Motion between successive
groups of two roots ( 1-2, 2-3, 34, etc.) was calculated, as was motion

between three successive roots.

Statistical Manipulations

The statistical procedures used were frequency and probability,
information (entropy and redundancy )," and probability of chance
occurrence (chi-square and chi-square probability ).” The frequency

Table X11-1. Frequency, pre bability, redundaney, und chi-square probability

H2* Hi B 53
F P F P T F P
MIN 2 16 00065 45 0067 133 0.1 94 0.064
MAJ 2 25 A0 77 J15 . B0 075 125 8B
MIN 3 3! A25 55 082 82 077 155 (ORS
MAJ 3 22 NI 57 085 w6 083 135 .0e2
PFT 4 g2 a9 am JST 9 an 138 0m
AUG 4 19 077 40 L0600 w2 008 47 100
PFT & 26 105 0 J14 - 115 207 140 095
MIX 6 22 D80 70 J06 . Bl 076 133 0%
MAT & 24 A07 &l A76 L D55 175 .4
MIN 7 I4 056 &7 loss 79 ome ter 89
MAJ 7 T 068 40 060 99 093 128 08T
REDUN 1.275 1605 645 asl
CHI-PROR # 128 0.132 3 10-7 Q171 > 10 0372 x 17
srdet

:ll'.." = Hindemith Quartet; 1t H1 = Hindemith Quintel; 1B = Bartdk Q“ﬂ:.&r.
§8 = Belinenberg tuartet; | REDUN = redundancy; #CHI-PROB = Frmh“'lil.
ity of chanee BECUrFenee, .

*Cf Claude E. Shannon and Warren Weaver, The Mathematical Theory of
Cnmnfam:fmﬁm, Urbana, University of Ilinois Press, 1g40, pp. v, 117. ErthF'."_
(H ) is found by summing the products of the probability of each event or HEEM
and the logarithm of that ]-"J'ubahi]it]r': —ZEP logP,. Relative enfropy (H,) @ the
ratic of the entropy to the maximum possible information J'f_ where n is the
number of categories. Redundancy is the difference between 1 and the relative
entrapy; in this study it iy expressed as a percentage R = 100(1—H,). i--.lr-;'
recent study using loth information theory and chi-square, ef. Lejaren Hiller an?
Ramon Fuller, “Stryctiyre and Information in Webem's Symphonie, Op. 31
Joumal of Musie Theory X1 {1987) Bo-115. i

" Cf. Edward E. Lewis, Methods of Statistical Analysis in Economics and Puk
ness, Boston, Honghton Mifflin Company, 1g63, Pp- 307-329, especially PP'E!?

o [ Fo=Fel*
a22. The method for calculating the chi-square used in this study j“E{ 2 ik

in which F. are the observed Erequencies and Fe the expected frequencies.
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and probability of the eleven admissible root movements were calen-
lated; the redundancy associated with the individual roots was calcu-
lated; and the probability of chance occurrence was caleulated, using
/11 &s the expected frequency in each case. These data are summa-
rized in Table X1I-1,

The same calculations were carried out with two successive root
progressions considered as a unit. Transition probabilities for each
oW were also figured, with the redundancy and the chi-square proba-
bility. These ealeulations are summarized in Table XIlI-2, along with

Table X11-2, Perventage of redundaney for two and
three root-progressions at a time

Il B g [TK [JK*
H2 8472 15.25 26,578 =i
HI 5.260 0,32 17.302 53
B 5.105 0,14 16,132 43
] 1.662 2.77 8484 25

* Average., For other abbreviations, cf. the note to
Table XI7-).

the same calculations for three successive roots considered as a unit
nd for transition probabilities from the first two root progressions fo
the third, Table Xll-3 shows the chi-square probabilities of each
simple ]M""E“g been extracted from each other sample.

Table X113, Chi-sequare probabilities *

e
Hi I =
B
H2 o0y 0015 0.521
Hl 134 » 10 Jddd s 100
B 173 % 10-* 510 % 107M
a 823 w10 181 =10
‘_'_-——_

*The abserved frequencies are on the left; the expected fre-
HHencies are along the top. For the abbreviations, of. the note 1o
Tahle X11-1,

!-IT‘]LJ::I ;l:r“liunt -IjF r{?(lu]]{lll[!L‘:l.' is ql“'h- di!fl_"r{‘l'lt Ill"‘l“'ll‘!!'" thl"rsi"c‘i:::;[
i mith example, the Bartok example, and the Schoenberg ex:
E‘J;-TIJ'.T:::[I is, however, very little difference lwtu.'ua..'n.! o
" Hample and the Bartok example. One would suspect that, a
::::l_lnt_ ':'F data grew and the Hindemith examples were -

¢ divergencies would be even more pronounced. The like

he first Hinde-

combined,
lihood of
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chance occurrence of these frequencies can be ruled out except in the
case of the second Hindemith example, which was also the smallst
sample. Curiously, there is a greater than 1-in-100 chance of any ome
of the three having written the second Hindemith example, with the
chances better than 50-50 that Barték wrote it. Among the pre-1g30
pieces, on the other hand, the chances are quite slim—Ffewer than 1 in
100,000,000—that one composer wrote another's picce,

All of the programs were run on the IBM 7040/1401 at the Univer-
sity of Miami Computing Center. The entire program was written i
FORTRAN IV. Two routines developed by the Biometric ].aalmrilf'-ffﬁ'
at the University of Miami were used: CHIPR, which calculates the
probability of the chi-square, and NSORT, which sorts numbers into
ascending sequence.” The total time for the main program was 8
minutes, 55 seconds, of which & minutes, 17 seconds represented ¢i-
ecution. The chi-squares and chi-square probabilities shown in Table
XII-3 were run separately, in the WATFOR compiler; the total time
was 5.25 seconds, of which 1.4584 seconds was execution. The program
and the operating system of the computer together use approximately
29,000 of the 32,000 available core locations.

M Cf, Dean J. Clyde, Elliot M. Cramer. snd Richard J. Sherin, Multivarit
Statistical Programs, Coral Gables (Florida ), University of Miami Biomelric
Lﬂl]ﬂﬁlti]]’)'. 1966, PP- 50, 54. -
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lmm CHAPTER XIII

Computer-Aided Analysis
of Javanese Music

by FREDRIC LIEBERMAN

This paper is a progress report on one facet of a continuing "':"“'{'\E"H'!j
pruject at the Institute of Ethnomusicology of the University of Cali-
fornia at Los Angeles, under the direction of Dr. Mantle Hood." It dm?‘
onby with computing techniques and approaches; r esults and their
interpretation will he published elsewhere.®

The main goal of the project is to clarify the concept l:‘.lf pafet
(mode) in Javanese gamelan music, and to learn how requirements
of patet affect and guide group improvisation (an integral element (:J
E:lrm'];m [Jerir:rrm.-lm-o}_ Tl-"_, fu‘\-l lﬂﬂk set for (-nng}_jl,‘itt'l'-ilided 1]”11]}'.‘!15
"as to test on a large data base theoretical hypotheses previously Pm;
posed by Dr, Hood from examination of a relatively limited L-nlrpuﬁ.'
Twg phases of the job may be treated separately: (a) prepumtmn_ of
4 computer-readable data base: and (b) processing, Before '“m""?g
on to this discussion, however, a brief sketch of gamelan music Wil
d those unfamiliar with its terminology and terrain.

The Gamelan and Its Music *

Camelan music i arganized around a cantus-firmus-like tlmmt.llh-{ar.:
tilled “Fixed Melody” (abbreviated FM), performed by a family o

'All contributors 1o this project cannot bhe acknowledged here. Assisting I::;
Hood gre 1oy, Leon Knopoff Hardja Susilo, Gertrude Rohinson, am! b "u“.rl h
research ssistants for cmnpullw analysis include Robert Kauffman, H'.Ehmd }.:{:-_1.&"\1':1.-
May Brandt, John Gardner, and the present writer, Access to computing eriluT“-r'jltiil'.r
515 B mads possible through the cooperation of U.C.L.A."s Computing I]-.-.Luth_.
o Western Daty Processing Center. Moreover, it should be understood tl:lt |:-
wuthar of thy, paper presents it not as a principal researcher bl:!.l simpl}"] f]i"-i e O
”E.I'P B of workers to whom has fallen the task of preparing 2 public
“ i a fortheaming ¢ Dr. Hood. ; ARESE
Mante Huond, ;'i‘":l-:'mkri?h?: Theme as a Determinant of Patet in g
':’:W,_Gruru':agnn, Dijakarta, Wolters, 1954 : larif
. s brief introduction contains ::ml:l.-' mmugh information to .r.‘ a.n
e analysis, For complete information, see Jaap Kunst, Music in il
The IJ-,.g-_u-_ Nijhoff, 1049, and works of Mantle Hood cited earlier.

report.

v the material
ava, 2nd ed.,
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one-octave metallophones (saron): a set of gong kettles {Emnlﬂg
panembung ) plays a simpler version of the melody. [nrem_punchmtfg
gongs provide a colotomic structure. dividing the FM into reguat
phrases; gong, kempul, kenong, and ketuk are the main m]ntclmﬂ:: it
struments. Panerusan instruments are those that improvise intricate
elaborations on the FM; these include gendér ( multioctave metalk-
phone ), xylophone, flute, vocalists, and rebab (two-string spikflﬁdtlh’]:
Finally, a pair of drums (kendang) provides agogic accentuation, and
together with the rebab functions to coordinate the ensemble.

Two tuning systems are found: sléndro and pélog. Skéndro ha!f"?
pitches arranged in large seconds and small thirds (1 2 3 56); peog,
with seven available pitches (of which five are used at one time), hss
smaller seconds and wider thirds.® In each tuning system are thﬂ_'f
patet; these are shown, together with typical cadential formule, in
Figure XIII-1.

Sléndro patet nem 6 5
Sléndro patet sanga 21
Sléndro patet manyurs 32

Pélog patet lima ]
Pélog patet nem 2
Pélog patet barang 1

320 ar 54 21
|

Figure XIII-1. The patet

The traditional notation system makes use of a vertical ﬂaﬁ*l ole
line per pitch. Horizontal lines mark time units. Round notes indicite
the FM, hook-shaped notes the bonang panembung part. Symbols 00
the left and right of the staf are colotomic structure and ,|jrullﬂ
patterns, respectively. Recentiy a simplified cipher notation ha_s1fﬂr
adopted. In Figure XIIl-2 the same phrase is given in traditioni
cipher, and Western notations.

Preparing the Datq

The first data to be encoded were a collection of thirty-eight goedr
improvisations, part of a tape-recorded field collection, which were

* An incomplete definition, barely hinting at the nature of skéndro and pélgi
further, see Mantle Hood, “Sléndro and Pélog Redefined,” Selected Reporh
Institute of Erhmmmr'mlo,t_;y L 1 {1g65), 2848,
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Dacies rembah baping & Iroes|
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-
[ I.h“_______ )
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i T %! i 8

_Fl'gurg me.g, Tl'&di’riﬂna]. cipher, and Western notations, where T =

itiomal
' W=Wela (colotomic rest), K = Kenong, G = Gong. (Traditiona

T‘m\%]&n notation from ]aap Kunst, Music in Java, The Hague, Wl]hﬂﬂ-n
9. wed by permission of Martinus Nijhoff.)
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Figure XIll-3. Gendér transeription

transcribed into cipher notation. The coding system devised may be
termed “attributive,” that is, each note is qualified by attributes (
tave, duration, durnping, and so on), and the resulting note groups
joined into a string. This procedure soon proved troublesome. A single
coding or punching error of duration-attribute would throw ever)’
LhI'IIg else out of phm;e_ Code errors were difficult to detect Ireczanst
proofreading involved decoding and cross-checking with cipher notv
tion.
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Figure XII1-4. Gendér transcription, selected events only (see text )

10 remedy the situation, a positional notation was proposed in
Wh_mh each card-field space represents a predetermined time unit.
This leads to 3 card format essentially like cipher notation itself,
JE.LIHH-E for simple proofreading and kn;'_rpum:h:'ng directly from the
“ipher notation, eliminating costly intermediate coding. The gendér
tr_am”iP““"S have three musical lines: FM, right-hand, and left-hand
Piches (see Figure XIII-3). In cipher :1{}tntim:- a dot placed above or
"W 4 note indicates high or low octave, and this convention is
Tetaing in the l:l:'_'!u'pllﬂ(‘h format. Thus a group of six cards with

el
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aligned fields is necessary to reproduce cipher-notation format—thn:
“note cards” and three “dot cards.” In core storage the six fields an
arranged as rows of a matrix (6 % n, where n = piece length); there
fore a given column of the matrix will contain all information about the
selected time unit (in PL/1 the conceptual format is an armay o
character strings, but the principle remains identical ).

Once this convenient coding system had been established, a sec
ond dataset was selected for keypunching, consisting of eighty-tw
representative pieces from a large Djogjakarta kraton (palace) music
manuscript.” Keypunching was accomplished directly from traditiond
notation; each four-card group includes Fixed Melody, bonang
panembung part, and colotomic structure. Finally, the two corrected
datasets, each about 10,000 cards, were transferred to tape for s
Processing (no processing applications have vet been necessary which
would justify the extra expense of disk storage ).

Processing; Display

Listing the dataset tapes can normally be accomplished on P""[[f'h'
eral equipment, with stock programs available at most computilg
centers. However we found jt helpful to write a tape-to-print prograf
that checks for illegal characters and rearranges the output into 2
more readable format (adding spaces between card groups, and =
on ). With one small modification this basic program becomes a uscfil
analytical tool, A FRINT/NO PRINT branching network, iusvf'rfﬂfi at
the appropriate point, establishes a “variable event-display gate, d.]'
lowing the researcher to concentrate on a particular musical event It
its rhythmic and structural context by suppressing irrelevant 'fﬂm'
Figure XIII-3 is a normal page from a gendér transcription; lej
XIII-4 shows the same segment of music with all notes 5"Fprrm,
except where FM, gendér right and left coincide in pitch. The -
ency of these octaves to fal] on main structural points (quadrati
subdivisions of the kenong phrase, marked A, B, C, D) is clearly
apparent. Six event displays have been produced so far ﬁﬂm.thP
gendér dataset, two from the FM dataset, mainly dealing with dis™
nance treatment, Thije tcchnique. of mursfe.r generates pmdu‘g.'ﬁ[
amounts of output, and might be considered inefficient in terms :
“"machine time” However, in “people time"—results per man-hour—it

. ]
* ]'L:I'iemﬁ!m and Xerox copies of this multivolume collection are on deposit
the Ethn:::1u.simlng_1,- Archive, UC.L.A
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is in fact highi:,f efficient and productive, which is, after all, the more
relevant measure,

Processing: Statistics

Computer statistics are facile to the point of glibness, and one must
take eare to avaid being seduced into “statisticulation.” " Statistics
have the advantage, however, of objectivity; and since ethnomusicol-
ogists frequently deal with musical cultures as external observers
rather than as native practitioners, objective techniques are welcome
saleguards against unconscious superimposition of alien values, which
seldom apply.

The first statistical programming related to this project was an
Experiment in computer synthesis of Fixed Melodies, by Dr. Leon
Knopoff, based on statistics from Mantle Hood's earlier manual ana-
Ivses.* A set of nine syntactical rules were established; those governing
Pitch choice were programmed using a nearest-neighbor Markoff
Process, with transition probabilities derived from the analysis; other
rules determined form and cadence pattern. The resulting tunes were
Mt inconsistent with the literature, but neither were they wholly
satisfactory imitations, leading to the inference that more refined
anilysis wag necessary to define the style adequately.

The FM dataset was then processed to provide more detailed and
extensive statistics, Frequency counts were obtained for all pitches
't“l' construct weighted scales), for pitches at selected structural
pointy (Bong and kcnung tones ), and for two-, three-, and four-note
Patterns, I, Figures XI5, XIII-6, and XIII-7 part A in each figure
Shows nearest-neighbor transition frequencies for sample Fixed Melo-
5, conjunct intervals are shaded (including unisons ). The first line

Pt B summarizes the percentages of conjunct intervals (77, 83,
78 per cent), which deviate significantly from the expectation of con-
Mnction in a random system (44 per cent). Further, examining the
Other figures, one disfcn:vers marked differences in melodic treatment
o the varions pitches, though relatively similar percentages occur
(1955 the three patet, Pitch 8 (high 1) occurs infrequently and must

‘?Mmined separately. Pitches 1 and 6 behave consistently with less
“iinction than 2, 5, or 5. This may be explained by thinking of 1

Thi

: : i ot X 3
I Lg " SOftvenient term was aptly coined by Darrell Huff and Irving Geis, How
‘E‘;:‘r:f EMIM!H' it S Musical Synthesis,”
3 i Gica i 8,
Selectey HMWH’ A Progress Report on an Experiment in Music 3

Eports, Institute of Ethnomusicology 1, 1 {1066], 49-bo.
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Figure XI11-5. Gending Lungkeh. Sléndro patet nem

and 6 as the outer boundaries of the normal melodic compass, hence
more prone to skips (for example, a descending phrase 321§ would
be possible on instruments with a low 6; but the FM-carrying sann
normally spans only the 1 to i octave, hence a skip up to 6 is forced ).
One may also note that these statistics do not violate the prominer

A, 1
2
]
5
i
8
Conjunet Per cent
All only  econjunct
B. Totul: TIR 'ﬁﬂﬂ &3
! 155 112 72
2 258 204 70
3 311 251 a0
o 311 280 90
6 251 1650 67
8 36 44 70

Figure X111-5. Gending Gendrehkemasan. Sléndro patet sanga
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Al
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3
3
fi
5
Conjunct Per cent
All only  conjunct
B. Total: 713 542 ih
1 182 118 i
2 319 269 84
b 47 244 il
9 202 155 92
i 262 164 (ix
8 all 38 i

Figure X11l-7. Gending Mantra Kendo. Sléndro patet manyura

features of the patet cadential formulae—sanga and manyura Bevedd
prominent 1-6 skips (276's, 226, nem stresses highly conjunct
53 (672 )—and hence might reflect some kind of mutual influence
or interaction between cadential formula and overall melodic motion.
More positive statements would not be justified at this point. How-
EVER, sevoral interesting avenues of exploration have been upcned.
. ind additional effort spent analyzing these statistics would perhaps
be fruitful, surely justifiable. i

F'rnrﬁ'.'zing,- Pattern-search

The patet eadential formulae are not frequently sounded in a direct
_rﬂﬁilirm: but rather are varied with complex and subtle techniques. To
Westigate the various cadence forms, a program was developed
Which, once provided with the archetypal four-note formula, could
fecomize, isolate, and label direct or retrograde patterns with embel-
hﬁ]‘lments or extensions of any Iength. The ngram's vocabularly in-
‘-‘]_'ides sixteen positive identifications and four negative responses.
Figure XII18 is a summary of all cadence patterns found in the FM
FL'lLH.HL"t, patet sanga. Figm:e XIII-g is a segment of output with ‘ﬂu-'.
relevant cadence pitches circled. Most identifications are unequivo-
5'1"3" Correct, admitting of no other interpretation; when dealing with
imbiguous” situations (insufficiently defined by program logic) the
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Figure XI1]1-8, Summary of sanga cadence types

Program’s choices are always understandable but often the weaker of
the available choices. urther development of program logic may ["“.
guided by these “wrong” responses. Programming is considerably
more complex for even this kind of lementary pattern search than for
the statistical and display techniques previously outlined. Neverthe-
less, this area of research promises to he extremely valuable as the
pattern-recognition vocabulary grows larger.

Summary and Pe rspective

Since the inneptiun

of this project in 1964 a great deal has been
learned from false s

tarts, setbacks, and occasional successes; from
ing general observations may be drawn. A
£ computer-aided analysis is a complex system
Tous interacting variables and must be treated as such
duction of results is desired. If at all possible, e

these experiences the follow
research project utilizin
involving nume
if efficient pro
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principal researcher should have programming knowledge. If not, it
dppears more satisfactory to train music students in programming
rather than to hire programmers untrained in music; students will
generally maintain close contact with the project for longer periods of
time, will be more interested in research problems and musical results,
and will be able to capitalize on their new programming ability as a
tool in their own research. It follows that Iﬁrncf*!i-ﬁillﬂ methods produc-
ing useful results with simple techniques (such as ;lisphlv programs
ire doubly efficient when used as on-the-job training for up[.{rmlin‘:u
programmers. Much thought should be given the choice of a music
fepresentation code, whether to use one of the general-purpose codes
now available, or to design a system to meet the special needs of the
data at hand; care taken at this step can dramatically improve later
programming efficacy.

This paper has dealt with the nature of the research problem, and
Illi'thr}dnlugif:s of data preparation and processing. By means of short
examples three processing types were distinguished: display, statistics,
and pattern search—each capable of effective contributions toward
the project’s goal, learning more about patet. We will continue to con-
Struct statistical models of patet operation and check these by means

FUIEING TUATUL LAS waunis SLERDRD PATET SAWGA
HET COLPLETE O MOE BECOLMIIALLE
| ] B ] 5 h 5 5 3
5 1 ] 5 1
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Figure Xill-g, Some sanga cadence patterns
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152
of music synthesis programs. The most promising area for future di-
"-’t‘fﬂ]:_mti*l'lt seems to be pattern recognition, and efforts will be con-
centrated in that direction. Though we have harely scratched the
analytical surface, progress to date can be described as stimulating

and most encouraging.
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mu CHAPTER XIV

Computer-Oriented
Comparative Musicology

by BENJAMIN SUCHOFF

The published scientific studies resulting from Béla B_ﬂflmkS T
irthes into folklore contain frequency-of-occurrence statistics s
which certain conclusions are based in his description of characteris-
*musical and textual features.! The data were compiled by mm“}EP

il primitive means—as can be seen in the fﬂﬂﬁimm" of Hlurtn u?
Taph | see Figure XIV-1); his “five-finger” calculations are,
“se, the product of tedious, time-consuming hand-eye "chrt'

A I have shown elsewhere,® use of machine data Pm“f“s""g il
Vs the researcher with a powerful tool in such humanistic .entt:
P The computer is useful not only in retrieval of inforrnnlt]lﬂn :n
gy quick time and with exceptional aceuracy but a mew
Mitting examination of Barték's folk music material from v;_ 3
Mints other than those he chose to survey. In fact, computer app '{i";?
8 to. g material have resulted in the disclnsulre of gth:rl‘;m;
"Uen variang relationships, classification discrepancies, and sty
et

X details
The Purposes of this essay are to present more spf‘ﬂlﬁf

. : 1T musical
_"Ming procedures followed in the comparison of dlﬁ(.rsn‘fumputer
als and ¢ publish the findings obtained frorn_ re!trlte il
i. *""—all as a means of suggesting possible guidelines fo
"estigation by interested researchers,

3 A k, Colum-
1&:[! B. Barti and A. B. Lord, Serbo-Croatian Folk Songs, New Yor
iy, a

ot
i Musie (ed. Benjami
%, 1951; and B. Bartok, Rumanian Folk i’m" beiin 257

the Trustee of

S Yol I-Il, The H Martinus Nijhoff, 1067.
g : ague, Ma R AR
Iy dppearing in this essay are used by permission 0
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ndon}, No. 8o, 1gfi7.
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Estate of Béla Bartak,

e fian
cal jottings from Bartok's SﬂﬁmﬂTHW
have to do with section structure o

B, gj:'._lﬁ.
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FFIIE"HI XIV-2, Sketch of melody No. 12C from Bartok’s Serbo-Croatian
ok Music MS. See Figure XIV-3 for his skeleton form of the first melody
"tion of this piece, Reproduced by permission, Estate of Béla Bartok.

tlw"“ of capital Jetter designation (AB A, ABB, and so on) to indicate
"€ or different content of the melody sections. (A melody section
Et‘nrlralh' is that portion mrrl.‘.ﬁpam’]il-'lj; to one line of underlying
Poetic teyp o As a case in point, Figure XIV-3 shows first the skeleton

.'].'E,'-t-ljne ]T“Eﬁl, moreover, is determined on the basis of 5}.-ﬂa'f-_|it structure,
HO from three. or four-syllable lines to those with fourteen or more.

Fan, (Ie
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form, prepared by Barték himself, of the first melody section appear-
ing in Figure XIV-2 (the signed digits are editorial additions derived
from the interval sequence extraction program described below.)
The different content structures are considered to be independent
entities, even those which are contained in a single melody, for
“contaminations” | melodies containing sections borrowed from for
eign or urban sources) are not uncommon. These content structures
or “strings,” are numbered consecutively in order of appearance in the
collection: the Parry melodies from 1-136, the Colindas from 1-1150
Their music notation is then transmuted by means of the Ford-Colum-

Serbo-Cr, F.5. No. 12C

m ===rE s e
+5 §2:o4 <8 35 129

-2

1i2]y I'I5 ] '.rla gilql.'l.l:'llljlll'l!lﬁ ATASAAI0 21, 224 | 406 FTRE) 20 03335 g 1*‘__ a

BlCe ] T [ W [T clel oD Telar Ul ot V1 loeia bl 8
[ [5]- T 1 el [1

];HT‘?;‘” ik FiL !‘JET ﬁJn‘hllﬂls c«%ﬁﬂ%“% E’%

Figure XIV-3. Skeleton and encoded forms of first melody section from
Bartok's Serbo-Croatian Folk Music MS.

bia Representation into machine-readable graphics, which are per
cilled onto special mimeographed forms, as in the encoded version
Figure XIV.3.

should be mentioned that in certain cases, because of inadvertency or other
reason, omitted [Barték] analyses had to be provided by the present wriler’
Furthermore, melismata had to he skeletonized—reduced to principal tones—t
accordance with underlying text-line syllabic structure (cf. Bartdk's procedure
in this regard in Serbo-Croatian Folk Songs, p. go).
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The Ford-Columbia Representation

This representation, dt"\-’{"lﬂl‘!("d by Stefan Bauver-Mengelberg," was
selected because of its vvrsa[ilit:l.'—p;lrtiru]url}' with regard to its
future use in music printing ‘—and is only partially illustrated in our
entoding (above ). Pitches are indicated by a system of 50 space codes
mimbered from 10 leger lines below the staff to 10 above. Rhythmic
vilues are indicated by such mnemonics as W for whole note, H for
half note, ) for quarter note, and so forth. Note the use of space code
abbreviations for notes which lie on the staff (that is, o-g in place of
2-29), Such abbreviation requires additional programming to later
prefix the single digits with 2. A duration code need be given only
oce for successive notes of the same value. Here, too, additional
programming will be required to restore omitted graphics, It is possi-
ble to omit space code redundancies, of course, especially with regard
to ted notes, Indexing programs, unless pmgmmn-lﬂl otherwise, treat
tied notes as repeated ones, Although abbreviations and truncations
are économical means. their excessive use may (_'U]I]'P!iﬂ‘;llf" ru:‘ll‘.]il'lg of
stringt.

Punched card preparation

Kl.‘}'i'.ll.ﬁ]{"heﬂ cards as input medium are perhaps hest for musicolog-
al purposes, since they also provide a handy reference file.” Refer-
g again to our encoded version of Figure XIV-3, note the use of
blank columns to separate graphic sets into “words” which are spaced
' the same manner as they appear in actual music notation. Observe,
oo, that the bar line (/) is considered to be a word. Columns 1—14 are
Bsally reserved for encoding clef, key, and meter.” The string i?s(alf
Utcupies columns 15-65 (or 71)," and the remaining fifteen (or nine)

L am indebted to M. Bauer-Mengelberg for permission to quote the repre-
*entation shown iy Figure XIV-3. As indicated below, the encoding of clef, key,
aﬁ-d meter differs somewhat from his system. iy

“Mesrs Baver-Mengelberg and M. Ferentz, under a grant from the For
Fl:“mda"i':""- are '-Uur'lcin.g on a project at Columbia University to develop a com-
F“}tr-mym-n“ed p}mt:m;mpm.[tmn process for music printing.

Pi“iml"r]]r' if micro-aperture or Xerox Semi-Micro cards _ T
fils see 1., Lincoln, “Musicology and the Computer: The Thematic Inc e1-'¢
™ Computery iy Humanistic Research (ed. E, A, Bowles), Prentice-Hall, Engle-
“‘f::ld Cliffs, 146y, Chap. 18, T e

AL B extended guide lines (columns 8, 15, 66, 68, 72) serve as signas

F?:m] Fncoding procedures explained helow., ;

¥ Ihm_-n-unw of the col. 15-65 field limitation will permit data
“INE purposes at the Computer Center of State University of

are used, For further

processing for
New York at
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are used for serial numbers or similar data. In our folk song encoding,
however, clef indication can be omitted, since Bartok transposed all
melody sections to g’ as tonus finalis. Replacement of key-signature
code i;jr accidental code throughout the string seems to facilitate
reading as well as simplify programming for certain purposes. Our
example, then, shows Barték's classification designation " in columns
1=7. content structure in column 8 (a blank indicates A content
structure ), and meter (numerator only ) in column g. Change of time
or additive meter is indicated in the following columns by integers
separated by plus sign: 2 + 3, and so forth.

If only one card is needed to encode the melody section—usually
the case in our materials—the record mark (o0-2-8 multiple punch) is
placed in column 66 to indicate end of data, otherwise 1, 2 . . . ar
used to indicate the card serial number of that specific set devoted to
one string. The last card of the set must contain the record m‘“lf'
Columns 67-71 are used for melody designation, 72—73 for researcher’s
initials, and 74-7g for string or serial number,*

After the encoded data are keypunched, the cards are listed for
proofreading purposes (computer printout or IBM 407).

PROGRAMS

In most of his folk music studies Barték groups the materidls
according to “grammatical” rather than “lexicographical” principles
The former, he states, is of higher importance, since it 1'-'6"'"“'Its HHI
researcher “to get a clear idea of the relationship of the :n.:-Ianiwsj
But, as Barték himself admits, “one must have some previous h'”ihm_"
ity with the material and » thorough knowledge of the rather compli-
cated grouping system.” ** Without such familiarity and knowledge, o

Binghamton. A description of card preparation for this program, which was pre
pared in FORTRAN by Mrs. Cay Gill, can be obtained by writing to the Centet
A similar indexing program, prepared in PL/T by Professor Jack Heller, D]H.‘f'fmr
of the New York University Institute for l:.‘mnpu_lh-r Research in the Humanites
can be ohtained from the ICRH { University Heights, N.Y.). ;
Y Bartok's morphological procedures m:np]n}- capital and lower.case letters
roman and arabic numerals ty designate syllabic and rhythmic structures, caesurt
{end tone of 3 melody section), and other musical characteristics. -
* Allowance is thus made for 999,999 cards under any one researcher’s 'Im“a.i‘-'l
Column 8o, in the Harpur Incipit Interval Extraction Program, is used for specis
designation {see fn, 10), :
¥ Serbo-Croatian Foll Songs, p. 15. The grammatical system, as dewTDP\"I:I by
Bartok, is based (in order of importance) on the number of melody sectiont
syllabic structure, rhythmical character. and sa forth,
4 Loc. it
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course, location of variants or of specific melodies is at hest a long and
arduous task, The solution to the foregoing problem is the construc-
lion of an index of melodies based on lexical principles, the most
important ane—according to Bartok—having to do with melodic
structure in which “the contour line is entirely or partly similar.” " H. B.
Lincoln ™ has developed a computer-derived thematic index (see
In. 8) whose program, slightly modified, has been successfully applied
to Bartok's folk music material,”

Incipit Interval Sequence Extraction Program

This is a FORTRAN program which computes the first seven inter-
vals of an incipit, ignoring repeated notes, that has been encoded in
the Ford-Columbia music representation. The computation involves
extriction of the string interval sequences in terms of plus or minus
digits™ The derived sequences are then sorted and compared. The
list Step is printed output in which the strings are prdered so that
lesser precedes greater digit and plus precedes minus, and ii]l*ﬂlifjﬂ]
strings are justaposed in single-spaced vertical format, Figure XIV-4
shows actug) computer output, printed as final copy (exeepting head-
mgs and ruled lines ) for typesetting purposes.”

In terms of frequency of occurrence the Colinda material string
interval sequence +2 43 —2 —2 is met nineteen times, followed
closely by —g —5 —, (eighteen), —2 —2 (sixteen), and +3 —2 =2
(fourteen). The smaller Parry material, about one-eighth the number
of Colinda strings, shows three occurrences of —2 —2 —2 —2 and —3
™3 =3:” other matches, involving only two strings, are gither identi-
@l with or similar to the above-mentioned Colinda sequences. In fact,
there are twenty-nine occurrences of matching strings between the
0 collections. 1t should be noted that either syllabic structure ( dif-

15 Ths . e

; ?hd" P 17. His statement thus may be interpreted as contour lines comtain

|r-'.:.4.~:|m;]nr els or subsets.

|'£m£ﬂsm of Music, State University of New York at Binghamton.

e fn, o .

14 Lh 1 Fbbo
.'ITHEn-a]]jL. quality (major/minor, allqnwnteﬂ:’:]i"ll"“-‘h':d:' is nmill;_.tl frg:ll

isideration iy this indexing svstem, although it can be programmec R

"'El“i‘d “rmparative purposes

hd is sample FHEF L‘ ane of thirty-six similar ones which e t‘]“]: ?:L]

ddy Barték's Rumanian Carols and Christmas Songs { Colinde), Vol. i
"Matian Folk Music { see fns. 1, 4 above ).

is alternation of thirds occurs only in the

5 torminla” in the last section of a melody (see

Fit., for further details i

Parry material as a kind of
e myv essay in Tempo, No. 8o,

op,




String Interval

String

No. Class No. Saguencs No.
H9 AT T 29 t2e2=2a2s) 274
70 RITI LoD, $242=242=-3%3 147
Tl ALl 1 2F, $2e2=2-7 5h
r2 AL L2k, vPe2=2-7 7
T4 ALl |8 +242-2-2 128
T4 ATLL 29 $242-2-7 222
75 AL 3I0A, $242-2-7 228
h ALl 32 v242-2-2 236
7 LTS 5C, +242=2-2 1%
74 RILE] a2n, +2482-2-2 195
79 HIT B7H, +242=-2-2 403
a1 BlII H2J, +242-2-2 407
Al HITT B2, +242=2=7 #21
A2 ATTI B2V, $242-2-7 429
LE ] ALl 2K, +242-2-2 431
He RILL]  &2no. $242=2-2 444
RS 62FF, | #2e2-2-2 448
HE ALy 1214, | +2+2-2-2 970
87 ATV L21E, $242-2=2 988
GE BIV | ™3 +242-2-2 LNAb
a9 Al | M1y #242-2-2 L14%
90 uiv | 122a, $242-2-24242 1033
91 Alv 125 $242-2=24242432 1046
92 RITT 1044, $242=2=24242=7 Aks
93 RIIT| 1048, $242=2-24222=7 A&7
94 RITL| 10&n, | #242-2-78242-2 853
9% RI1T 104E, #247-2=24242=2 856
96 RIIT| 104F, $242-2-24242-2 as9
97 BILT| 104w, | #2+2-2-2+242-2 84%
e FIIL| 104y, | +242-2-20242-2 ATl
99 RITT| 104K, $242-2-24242-2 ars
Loo IV | 121R, $282-2-24242=2 1031
101 RITT| a2y, $2¢2-2-2+2-3 430
102 ALLT| 73, $202-2-742-342 380
103 biit| szc, +242-2=242-4 373
104 Bl 44R $242-2-2-2 273
10% AR 44C, #242-2-7-7 215
106 c 130 *242=3=3-2 1087
107 ALY 1158, $202=2-2-242 935
it 81111 92a, +242-2-2-2+3 7%
Figure XIV-4. Actual computer output
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ferent number of syllables in the undcr]‘;'iug text line of a melody} or
—more frequently—the presence of one or more repeated notes ac-
count for the different lengths of the various Sequences,

Figure XIV-5 indicates those types of interval sequences, involving

5 10 5 20 No.
et el |
s )

P o il =i}
Colindag D Parpy Frottele . Cabezdn

H-:Jm xn.-ﬁ ol S of identical interval sequences 1n the
Merged materiale .

' ; T arials:
¥ or more matches, that occur in merged folk and art materi =
I Asl v 7 ¥ o rith
4396 (combined) Colinda and Parry melody sections, together “nt
% L ; : s incipits
77 Frottole incipits indexed by H. B. Lincoln, and 253 incipi

I i yATE » Earle
Erinl“ the works of Antonio Cabezén (1510-1566) prepared by Ear
lthegg =

A comman typ  of early sixteenth century vocal music. . s K -

‘I' "rifensy of '-[::u.‘ir-? I;.:L':ll“ University (:f.ﬂln.‘;_'-.' at Potsdam, .'\n_:w 1I.I'|::|:;. |. 1:
Intdehiterd 4 Prof, Hultherg for P“'|l1i-c.-=|'r-1.1 to guote from his ]-"n:lr-ll!-'.',l‘:-!||:|1|.|'|l.i] ;!,‘.]]?wj
i..:.!.|.Iinn of Cabezin’s ﬂ'!mm de Musica para Tecla, ‘.1:,.!“.. " Vihuela (publishe
* Hemandy Cabezin, Antonio’s son, in Madrid in 1578).
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There are fifty-eight other matches in the merged indices; none of
them involves all four materials either. Interesting similarities turn up
which seem to point toward folk-based or folk-styled characteristics of
the art melodies: more than half (2,931) of the 5,536 interval se-
quences begin with plus or minus 2: indeed, conjunct motion by
seconds is by far the most prevalent intervallic progression.

String Interval Sequence Extraction Program

The same index described in the preceding section has been pro-
grammed in PL/I and designated BARSIX (Bartok ARchives String
Interval Xtraction )™ Strings encoded in the Ford-Columbia represen-
tation are converted to plus or minus digits and stored in separate
files. The “plus” file holds sequences whose first digit is plos, the
“minus” file those whose first digit is minus. Each file is sorted, both
are merged, and the Ieximgmpiﬁml index is printed in the desired
format. Features of the program include printing of coded strings and
other keypunched data for reference and comparative purposes, and
printing of the running total of occurrence of matches and the subfo-
tal of specific number of strings in each match. The latter are ex-
pressed as digits {separated by a slash) and printed in the margin of
the index.

Another program is available for printing the index in a different
format from that illustrated in Figure XIV-4 (above). Below f_‘ﬂ{'.h
interval sequence or set of matching sequences are printed the pert-
nent Ford-Columbia representation(s) and related data.

Substring Interval Sequence Extraction Program

Recalling Barték's instruction that a variant relationship occurs
when the contour line of a melody is also partly similar to that of
anather melody,* extraction of subsets from melody sections is there
fore a desirable adjunct program for comparative analysis. BARSUBX
( Bartok ARchives SUBstring Xtraction) employs the same format &5
BARSIX but with the exception that matches are linked to identical
ness of a specific number of digit positions in the interval sequence

d 1“'?;:13 and the following programs were developed by Professor Heller (5%
n. 10). ;
# Serbo-Croatian Fall: Songs, p. 17,
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Figure % ing 1 .
! qlé.'ifrc XIV-6. Prevalent tvpes of identical substring interval sequences
- N merged Bartgk materials

' Higure XIv.5 shows the number of occurrences of the most frequent
Matching Substring sequences, positions 2-5, in the merged Colinda
nd FE!T}' ITII'.‘]DdEes_"""

“amination of the Frottole and Cabezén subsets ** presents further

B
ide Position 1 oceurrences are shown in Table XIV-1. There are threc types of

|'m!.:iml substrings in Position 6, of which +a +2 +2 —2 —2 —2 is prevalent
M OCeurences in each siiatecial} . |
* Putiched cards of these collections were not available for substring pro-
nnal extraction of

Et:. i the following quotations therefore represent the ma
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evidence of the kinship of these art music materials to the Bartdk folk
music collections. The prevalent type of Frottole substrings are the
same as the Bartéok ones (Figure XIV-6) in positions 2 and 3 The
other positions involve a series of descending seconds, The Cabenin
melodies are different in terms of subset frequencies: position
2="2+23=43-2—32;4=—2+2 -2 4%5=—a+3+1-¢
+2,6=—-2+242 -2 +2 42 (or —z). It should be noted, however,
that there are substring matches among all materials; indeed, a number
of cases show a frequency of occurrence that seems to indicate more
than just accidental matching.

Signed Digit Position Frequency of Occurrence

BARDFO (Barték ARchives Digit Frequency Occurrence | ﬁf“
quantity and percentages of the various types of plus and minus di%uh
in each position. The Rumanijan { Colindas) and Serbo-Croatizno
(Parry) melodies, as Table XIV-1 indicates, have a number of con-
mon characteristics,

Note that ascending intervals occur most often in position 1, de-
scending intervals in p.:::sitinm 2, 3. The proportion of interval types &
well as frequency of occurrence are also alike in both materials.

Table XIV-1. Signed digit position frequency of occurrence in the Colinda and
Parry melodies {Parry statistics are in italics)

BrONT
Total na.
Signed __Per cont of occurrences in cach position __ soerue:  peren
digit 1 P 3 N o5 & 7 rences  of totsl
] e
TE M 280 010 1418 G611 ¢ 7 8 8 4wy T Jf
T2 NP1 N8 1918 1718 1515 Bar 38 2200 360 41 ¥
3 3320 1720 02 1814 644 4 525 s oHy W
T8 1312 1647 1920 2245 1614 815 5 7 612180 1 $
T: 302 1818 18 7 14 gy 7 g 1 7. 47 M 3 )
2 B 2006 198 15% 14 813 6 & i 0 B
45 6050 16 990 B ER o1 ey T e
-5 12 33 8% 21 88 & 13 S 33 43 8 07805
+6 &7 20 14 7 0.12
— 25 25 o5 a5 4 U—U:
+7
et |
+8 50 50 2 008
—8

Total al) OUCUrTenoes 5,447 858
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Tble XTV-2. String interval distribution percentages in the Colinds and
Parry melodies (Parry statistics are in italics)

One type One and two .l:'..'pt*."- iii':;:ﬂ:%
Interval  of digit . 3 4 b fi
: M 88 2764 2430 5382 6047 1089 £.450 438 L06 033
1 41 134 325 0.78 022
i 25 0.56 0.8

—

String Intercal Distribution Program

BARSID: [or 2] (Bartdk ARchives String Interval Distribution )
delermines the number of strings in a given material that contain one
o two types of digits. Table XIV-2 indicates the percentages in-
volved: note the similarity between the two Bartok collections. In
melodies comprised of one tvpe of digit the Parry strings contain a
me., proportion of wider i.!ITt?I'h"dl.‘i- [.third_u_ fourths), The Colinda
melodies, on the other hand, show more variegated intervallic strue-
ture. The particular value of BARSID is archeological, that is, it serves

“an indicator of primitiveness or acculturation.”

Table XIV-3. Percentage of string length
diztribution in the Colinda and
Parry melodies

Length Colindas Parry
I 1.04 (.64
2 .80 1.92
3 13.00 897
1 21.46 12.82
] 2300 21.79
i 19.95% 22 43
7 3.60 31.41

a ..-[n Vel. IV, Rumanian Folk Musie, pp. 12, Bartdk describes the Colindas as
b "‘.'_-‘mre of older and comparatively recent melodies, Moreover, 4 number n:::l" !.hz
ff"ﬁc s are based on pagan epics that apparently date from pr?-’Chl'llStlaIl
I}E?I[Haﬂﬁk ilso mentions }:!IGSSEHE influence of Serbo-Croatian fl-;:ﬂlc m“tli-.::::
il ks llu.a Humanj,a.ns; our programs seem bo support his 1\}'1:!0';11!:515 i?“m:,f e
. may be forthcoming upon completion of data processing

ey Bartsk-tabulated Serbo-Croatisn melodies now being 1:'1'~€'lﬂ'i‘"-‘Id by the
resent Writer).
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Distrilution of String Lengths Pr MIram
BARDSL (Bartok ARchives Distribution String Lengths) spec

the number and percentages of \El:tl:u_ lex ‘ngths "E“"‘lhmh 1-7} Thus

as Table XIV-3 shows, an indication of characteristic syllabic structur

of folk song material can be obtained.

ifies
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mn CHAPTER XV

Numerical Methods of
Comparing Musical Styles

by FREDERICK CRANE and JUDITH FIEHLER

]I.Lj-}:.:li::]li]l“,]:‘]“jt}r to ﬂlklsimflugisrs n.f fast, higlhuupacilt}' c:ump:llters
ol m'"‘l: much effort in a?pp]}'mg them as aids in analysis of
the com ut.,: ;"’t's ﬂ“d stvles, It is r.mtum! H.mt analysts should look t.u
“L"tall[nnp HTJ I:r assistance, as music h'nd_s itself 1.-.-1._1" to alphanumeric
lie lsrln{-cll- _‘PRUEE 50 rr_nuch of analysis (counting chords and the
ianical and tedious.
Im:_:;:l-::‘: t;;:l‘ Sfl?.r"r'l.’. to define a style, as an end in its‘tzlf, but com-
o '1': 5 ne-m _Urtlﬁ'r to compare styles—to show in wlmt1 ways
s ”;E:]'l_-ll' and m_whnt ways r.hEvren.t. The r.umptuter pl‘_DITIISE‘S to
itr!'lcin]_r; mu'l'“. (jﬂmpﬂnmrll as in nn;lllyslis; if unyt]m.:g, it promises more
g LI“ in comparison applications. A musical style is so ‘com-
except ﬂm:'-f-::*'s"' that common-sense mﬁthu.ds can IImr(H}r deal with it,
g miﬂ:ﬂﬂ:m at a time. .Thu computer’s capacity and ‘-“ll’"-“-m_i (and
Rt o L. ium) allow it to deal effectively w!th .the :ntrlmatel}r
rom thoge l:fd- Computer methods are not r|ula=|ht.:1tilvei:l.r different
perc m.- i :l would be uised to do the same ]_u'b with paper Ei:Hd
[‘UmPLIIl‘er-' -‘id I:!aI::'uI]ator. For this reason, we will scarcely mention
stylistic D; " P-Iit'nhmg some methods by which they can be used for
'\. - Mparison.
m-_ ::I'ﬁm":‘:l':'ll“hnds_ of comparison of the sort to be descn’bt‘:d her E
enough ﬂt:" I'E}PEL{ in a number of other ﬁlelds, although still TI‘E“;
"'-'Pnlth,-{t ﬂ“ p:ll'thr:u_lur techniques are not unw-:*rsut!j.: ugruedl on, ang
e, 1 b_h: validity of using the mcthuds.at all is r{uestlmns:cl .I}i
= ‘ﬂl_ﬂ_g}'. numerical methods promise a greatly jroirove
Y ot living organisms. In psychology, the results of testing are

:IL!.'E.LIl £ :
O group related tests on one hand, and related personality types
s are listed with

on t e
other. In ecology, homogeneous environment
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their biological populations, and either the species can be comelated
according to the environments in which they appear, or environment
types can be shown to be more or less closely related according to
their species contents.

Three humanistic fields of study, archaeology, linguistics, and liter
ary history, have made significant use of such numerical methods of
compuarison. Like musicology, archaeology studies products of human
industry, and the archaeologist’s purposes are close to those of the
musicologist. Archaeology’s interest in the techniques is for the estib-
lishment of artifact types through comparison of features of many
examples, and for the establishment of affinities among sites and
cultures through comparison of what is found in each of them. Ar-
chaeological use of methods essentially the same as those described
below dates back at least to 1g2s, but only the availability of the
computer promises to make these methods a tool of great power.
Linguistics is particu larly interested in the identification of language
families on the basis of selected features of each language, and in
reconstructing the evolutionary history of languages. Numerical meth-
ods have been used for these purposes since about 1go8. Recently, 4
number of literary studies have used numerical techniques to good
effect, particularly to settle questions of disputed authorship.

Other data units to which similar methods of comparison have been
applied or for which they have been proposed include soils, complex
mt]ll‘.‘{;u]es, human [Jh}'si('uI T_\'pl.'-x, diseases. gvn]'ogit:{l! formations,
coins, legislators ( compared as to voting paltcr‘r;s} and library classif-
cations, g

That the relations of such units to each other are not unlike the
interrelations of musical styles allows the whole apparatus of compart-
son techniques develnped for use in other fields to be tested for 155
relevance to the particular problems of musical style. These techniques
e atAematics] (belonging to the category of multivariate statis
tics ). and operate on any sort of data, indifferent to the phenoment
they represent. )

The objectives of such a science of musical stvles will be similar 0
those :}f the familiar more subjective studies. At least until the degre¢
;:l‘t:'lt::‘t;?';mv}t;neﬂ Ir.'an i:-vt exmb]ishf-d: th¢=j:(- numerical mcth?ds G“:

ambitious goals: (1) to distinguish fully between differe?
Pe.m?'m styles—to show in what way any given work has more
flﬂ'.lﬂll'_\r' for Othl‘]' works af fl'lf" Same E‘D“:lpﬂﬂl.:r f_h;“] for 'w{_:rks ﬂf i]”
composers; (2) to distinguish substyles within personal styles. plthet
as sharply differentiated styles or as a continuum of st}'If-_;- from one

WEE
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extreme to the other (these styles may be period styles, or distinct
styles that the composer may have consciously adopted for different
works in any temporal order ); (3) to show the affinities of personal
styles, or their relative closeness to each other, and to distinguish
groups to which they belong, if these suprapersonal styvles are suf-
fiently discrete, and even to distinguish groups of groups.

The Eullw-'ing clementary discussion of comparison techniques is
drganized according to the logical sequence of procedure: a discus-
son of types of raw data and their numerical representation is fol-
lwed by an account of some methods of estimating affinities, and
5nu||l1.- by some methods of establishing and displaying the mutual
alfinities within sets of works.

Stylistic Data and Their Numerical Representation
R semens selfevident that the ihore pumerous snd more varied the
elempens !

on which stylistic comparisons are based. the more valid
will be s

the results. The structure of even the xjmph st musical work is
0 tommplex, and vields meaningful data from so many viewpoints, that
10 simple formula can comprehend it. For some purposes, it may be
desirable. g hase the computation of affinities on certain selected
Elempny only, or to give extra weight to selected elements. But any
"bjective or 4 priori choice of elements should generally be avoided.
For accurate results. the analysis of each work must :h'il'l{] as many
tiscrotp features as possible, ,-{nd must be comprehensive in covering
all pﬂﬁih{[‘ ;jji-“_pvts of the work.

lrlfdl[_'r'. the characters to be processed should be truly elementary
e iﬂ'ﬁim“}' self-sufficient, and not subject to subdivision. Where
Y other than such elementary “unit characters” are used, redun-
"y may result, with the effect that a single character may have
e than its due weight in determining affinity. For an example, one
I wish to L‘Jll-‘ﬂ'ﬂtler as characters the highest note in a part, th.c

st note in that part, and the range of the part. But the range is

"eMtined by the highest and lowest notes. Any one of the three
L“_'Ifd be omiitted for zero redundancy. In practice, some redundancy
will Probably be unavoidable.
Data for comparison will normally be arrange
by Tepresent the works to be f_:umpurcd, and whose rows repre-
oo e characters on which the comparison is to be based. F.'itlmrl the
OO e characters mav be taken as the units for comparison.

d in a matrix whose

- i 3 LS e inter-
e elements, features, aspects, and characters will he used her

fiﬁhﬂmhl}-_
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Comparison of characters will show which ones tend to be associated
in different works. Taking the works as the units of comparison will
result in grouping them according to their mutual affinities. The
present paper is oriented toward comparison of works, which proba-
bly will be the commoner activity,

With regard to encoding for computations, three classes of charc-
ters may be distinguished: two-state, multistate, and continuous.

Two-state (or binary ) characters may be such as are either PTE'“"_“
or absent in a compaosition (imitation, a tonal center, a ﬁglred bass },
or such as are present in each of the works under study in one of two
states {major or minor, tonal or real answer, exact or varied recapitu-
lation ). Normally, the value of a two-state feature will be encoded as
either 1 or o, 1 indicating presence and o absence. In the case of
alternate states, the 1 will be arbitrarily assigned to one, the o o the
other,

Multistate characters (meter, in a set of works that show st"“lr:I]
different meters) may be encoded as a set of two-state characters, only
one of which would have the value of 1 for any given work.

Continuous characters are those that may have any value within &
certain range. These may be of several tjr'[}v'.l.'ﬁ. including counts { mm-
ber of measures in the work ), fractions {the portion of chords that :ar{;
tonic), and those features representable as a mean and a standard
deviation (beats per chord might best be so represented ). The ranges
of values will vary greatly among different characters. In one sel .nE
pieces, the number of measures might vary between 2o and 70, while
the fractions of tonic chords varied between .20 and 40, In the
calculation of affinities, the larger figures would give very much more
weight to the characters they represent. For this reason it is necessiry
to convert continuous character values to a uniform range. It is als0
particularly desirable to give each continuous character the same
weight as each two-state character.

The conversion may take the form of compressing or expanding the
scale of values linearly into the range o-1, so that the lowest value L
in the set for a certain character is made equal to o, and the hjg]:eﬁt
value H is made equal to 1, according to the formula

S:}H‘L
H=F"*

where M is the measured value, and § is the standardized vahue.
When caleulating the coefficient of association, as will be se¢7
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below, only two-state characters can be used. If continuous characters
must be considered, they can be converted to binary representation,
but the results are at best not fully satisfactory. Binary encoding of
continuous data inevitably leads to a combination of disadvantages:
hoss of information, distortion of the affinities of works in respect to
the character involved, and undue weight given to each such charae-
ter with respect to authentic two-state characters. Where two-state
fepresentation must be used exclusively, it seems desirable to seek to
find more characters that are naturally so represented, rather than to
tonvert continuous characters.

When gaps occur in the data because of a lack of complete or
reliable sources, the missing characters for a work should be given a
special label, such as NC, for “no comparison.” The NC should also
Upply in the case of characters dependent on missing characters, 1f,
for example, “imitation” is a presence-absence character, accompanied
by such qualifying characters as “overlapping subjects,” “rhythmically
Yaried imitation,” or “intervallically varied imitation,” a work that
lacked imitation would be encoded 1I} under “imitation,” and NC under
il the characters that qualify the imitation. If these were encoded o,
1_]'1“ would falsely show affinity in each character with works with
Mitation, hut |ﬂf.'|~'ing these characters,

Measures of Affinity

Several method: can be used to convert the values of all the
LTIrTespnnding aspects of two works into a single measure of the
lfinity of (he works for each other. Robert R. Sokal and Peter H. A,
Sneat); 2 divide the methods by which affinity can be calculated into
r_ e classes according to whether they measure association, correla-
tiom, oy distancp, |

Coefficients of association are calculated from data consisting of
two-state features only, Sokal and Sneath” distinguish sixteen for-
mulge by which the m;mhgrs of features in which the two works do or

00t 4gree can be reduced to a single coefficient representing the
tegree 1o which the elements of the works are associated. For the
Present o would suggest adoption of only the simplest formulae,

;|
: Bobery g Sokal and Peter H. A. Sneath, Principles of Nuni.?rfr_.af '.'I"amnnrr;::i':
* Frincisco, w, . Freeman, 1963. The present paper is much in debt ;“ ' T
B and techniques presented in this book, and the reader is qebsmai: S0t
- rther foformation.

Thid, pp. 126130
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such as that for what Sokal and Sneath * call the “simple matchins
coefficient.” If it can be shown that some other formula is mon
effective in associating works either according to the best definition d
natural affinities, or according to their known origins, that formul;
should be substituted.

Where at least part of the characters have continuous values, the
mean character difference * may be casily calculated, The mean
character difference is conceptually the opposite of the simple match
ing coefficient, as it decreases rather than increases with increasing
affinity. However, the mean character difference is more flexible, in
that it can deal with differences between pairs of continuous vahues,
rather than only with constant differences of one or zero. Where there
are n characters in which works j and k are being compared, and the
value of character i in work iis X,

ZlPe el

dis =
n

The mean character difference has the advantage of easy calculation.
but a number of disadvantages in comparison to the coefficient of di
tance discussed helow.

The coefficient of correlation may be used where some or all of the
characters have continuous values. The type called the product-i>
ment correlation coefficient will normally be preferred. Its value ¢
be expected to vary between o (L‘unll‘ﬂ:.'tt'h' random relation of the
values of corresponding characters in the two works) and 1 (agree
ment in all values). Negative correlations as great as —1 are theoretr
cally possible, but in the present application they are not likely to be
numerous or to have values far from o,

The correlation coefficient has several drawbacks. It is far mor
difficult to conceptualize the computation than those of the coeff
cients of association and distance, and the calculations are much
larger in humber—probably ne consideration when computers A%
used, i

The third type of measure of affinity, the coefficient of distanct
depends on conceiving the style of a work as represented by a point i
multidimensional Euclidean -spucc. Each character contributes & d©
mension, and the value for that character is, in effect, the distanc®

LIbid., p. 133, * 1hid., pp. 146-147,
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from the Cartesian zero point on a unique directional axis. As the
Euclidean distance increases with the number of characters whose
values are computed, an average distance will normally be preferred.”
This average distance compares to the mean character difference in
just the same way that a standard deviation compares to a mean
deviation. The relative advantages are similar in both cases.

The coefficient of distance and the mean character difference are
unlike the other coefficients in that their value decreases with increas-
ing affinity. In order to be able to use the same programs to process all
the types of coefficient, the coeflicients of distance and mean character
differences must be converted to their reciprocals or complements,
particularly by subtracting them from 1 or 10, depending on the range
of the coefficients’ values.

Caleulation of anv of the coefficients of affinity is affected by the
presence of one or more NC's among the character values by which
the two works are to be compared. Characters coded NC in either or
both works must be totally eliminated from the computations. The
validity of the affinity coefficient of any pair of works with many
mapplicable characters is reduced. For this reason, NC’s should be
k{-pt 4t & minimum, and works with many NC's should P-r.‘l‘]'lﬂp_‘i be
E'lirﬂiiliktf‘d fﬂ]nl tlu:_ Stlld"g'.

.Thu result of the affinity computations will be a matrix like a
!l‘lllt"-igi}het'l.t'ﬂ_-mr_-ih'us table, whose columns and rows are headed by
e identifications of each work. At the intersection of row i and
¢humn j will be entered the affinity between works i and /.

Methodsy of Cfu,ﬂf_:ri"g Styles

The concept of a work’s style as a unique point in hyperspace is a
1Y useful way of thinking not only of the relative distance of two
"orks, but of the mutual relations :Imullg a set of works. 1f all the
les to be compared in a study are thought of as points scattered
1hm“3h h.'*?“fﬁpﬂw, objective ur:swers can be sought to a number of
duestions about their distribution. Are they scattered at random, or do
they form clouds or clusters, even slightly distinct from each other?

0 the smallest clusters tend to form qmﬁps of clusters separate from
“ch other? Are the clusters quite distinct from each other; in ulherr
words, are 4] points in each cluster closer to each other, or to their
Souse neighbors in the cluster, or to the cluster’s center, than they are
0 comparghe points outside the cluster?

“Thid, P 147,
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Much variety is possible in the procedures by which the clusters
may be analyzed, The computer program must begin by linking the
two works with the highest affinity. The succeeding steps will link
other pairs, link single works to established clusters, and link cluster
to each other. The order of joining, and often the membership of 1
cluster, will be the result of the criteria for membership. These may
be: Which point outside the formative cluster is closest to any point in
the cluster? Which point (or midpoint of a cluster ) outside the chster
is closest to the midpoint of the cluster? Which point outside the
cluster has the shortest average distance to all points in the cluster”
Which point (or cluster) outside the cluster has the smallest maxi
mum distance to any point in the cluster?

Each of the methods based on one of these criteria begins by joining
the two closest points, and ends by combining all points into 01¢
cluster. But in between, the clusters established at each successive
stage by different methods will not necessarily agree.’ If any choice i
to be made among clustering methods, it must be on a pragmatic
basis: which method gives the most reliable clustering of a composers
works? .

The results of the clustering procedure can be shown most fully in 8
reordered matrix of similarity coefficients, in which the order of co
umns and rows keeps mgp[h@} the works that have been linked at each
stage of the clustering.* However, a dendrogram, like that in Figure
XV-1, shows the structure of the elusters more graphically.

Sets of works, each set by a different composer or school, can e
compared among each other by means like those with which single
works are compared among E,-{,;.h other. In comparing groups, gach
may be represented by its “center of gravity,” or the point in spic
represented by the mean value of each of its features. In the case of
comparisons based on two-state characters only, each character for the
En;up can be represented by the fraction of works in which it has the
value of 1,

Interpretation of the Results of Comparison

Ideally, a distinet chuster of styles will include works not only
relatively similar to each other, but also of common origin, partic”

T T '
Three basic clustering methods (single linkage, average linkage, complet®

linhl;l:'_,e'} are well illustrated in Robert R Sakal, “Numerical Taxanomy,” Scienfiic
A:::.'m?an, Val. 215, No. 6 ( December, 1966 ), p- 112:
Ibid., p. 113, and illustration, P 110,
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]IIH"I. of 1 single composer. However, abserved affinity and genetic
Proximity may not coincide in practice, and certainly are separate as
“Oneepts. Two works are genetically most similar if they were com-
Posed by the same ncrmpo:;"ucr. one ;ight after the other. But perhaps

Wther tomposer deliberately imitated one of the works, with the
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result that these two works are observably closer than are the wark
genetically closest to each other. :

Different methods of ::.-ﬂvuluting affinity and of grouping styles ‘-'r’!”
undoubtedly have different results. Perhaps the genetic test will
help choose among methods. The methods can best be tested on sets
of works whose attributions are certain, and that are accurately
dated. ,

Can compositions of different types be compared effectively with
each other? The kind of comparison that takes into account any
attribute found in a set of works, wi thout diserimination, will lmﬂll-l.”f"
be applied only within a set that is at least fairly coherent in origin,
performance medium, and compaosition type, such as English I"*“J’f'
gals, baroque secular solo cantatas, or classical symphonies. E”_t it
may be desired to apply numerical comparison to show the relations
among different functional sets of the same composer, -‘ﬂ:‘h“ﬂ]_- oo
period, or among different compaosers, schools, or periods within &
single functional set, It may be desired to identify the composers of
works of one type on the basis of known attributions of works of
another type. Creat care will be necessary to determine “'h‘“'hf"
certain complexes of features will produce parallel groupings within
fum:timml!}- different sets of works,

Other Methods of Analyzing Stylistic Data

Cluster analysis s only one of several statistical techniques that
might be used for processing stylistic data. Seriation analysis, factor
analysis, and discriminant unhu]_véix all use a data matrix like that for
cluster analysis, and aJ) promise to have their own uses.

The applicability of seriation analysis to musical style is suggested
by the assumption that a composer’s style will change by degrees
without returning to a state that has been abandoned. If the assump-
tion is correct, it should be possible to establish the order of 2
composer’s works hy listing them in such an order that the most
similar works are side-by-side, and the least similar works e 2
Opposite ends of the list. One end of the list should have the E-_-]r[ws. ,
works, and the other the latest, with at least approximate chronologi
cal order in between,

Factor analysis can be expected to show which aspects tend to vary
together in the set of works under study. Our first studies show ']'_"ﬂ
many of the results are obvious; for ex;{mp]u, note lengths vary ith
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meters. But some less obvious relations also turn up, so that factor
analysis promises some insights into what the composers considered
related aspects of a work.

When the problem is to decide which of two or some other small
number of composers wrote a disputed work, discriminant analysis
should be the most useful technique. If, as a basis for comparison,
there exist some other works known to be by each composer, discrimi-
| nant analysis will furnish a probability that each composer produced
the work in question,

An Application to Some Fifteenth-century Chansons

A first test of some of the techniques described above was made on
4 group of twenty chansons by three composers of the early fifteenth
ventury. All the chansons attributed by the sources to Fierre Fontaine
\7); Nicolas Grenon (5), and Jacques Vide (8) were chosen for
comparison. The choice of composers as close together as possible in
l Space and time promises the most exacting test of the methods’ effec-
tiveness; if their works can be distinguished effectively, those of
tomposers more distant from each other should be still more easily
| separated,
Grenon’s activities are documented between the years 1385 and
1449. He was in the Burgundian court chapel from 1412 to 1421, and
otherwise was active especially in Cambrai and Bruges. Fontaine
flourished from 1404 to 1447. He was in the Burgundian court chapel
. from 1404 to 1419 and 1428 to 1447. Vide was active from 1410 to
1433 He was at the Burgundian court from 1423 to 1433 as valet de
| chambre and secrétaire, but did not belong to the chapel. Thus, the
| three were contemporaries { Grenon older than the others), and in the
Burgundian service ( Grenon and Vide not simultaneously ).
l The eleven manuscripts in which the chansons are found are also
quite close to each other, mostly copied between about 1430 and 1440,
or between about 1420 and 1450 at the extremes. Seventeen of the
twenty works are in the Ms. Oxford, Bodleian Library, Canonici misc.
213, all with composer attributions. There is no particular reason for
uestioning any of these attributions, or the three that are 'l.ll'li{llll? to
other manuscripts, However, these manuscripts and others of the time
sometimes attribute the same work to different composers, so there is a
possibility that one or two of the twenty chansons are not by the
tomposer named.
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The following list of the chansons studied is in the order of the
identifications assigned to each one for the project.

F1. A son plaisir volentiers serviroye (Fontaine)

Fz2. De bien amer quant lay empris ( Fontaine )

F3. I'ayme bien celui qui s'en va (Fontaine )

F4. Mon cuer pleure mes des yeulx me fault rire (Fontaine)

Fs. Pastourelle en un vergier { Fontaine ) .

F6. Pour vous tenir en la grace amoureuse—Mon doulx amy, tenés
vous fout temps gay ( Fontaine )

I'7. Sans faire de vous departie ( Fontaine )

G1. Je ne requier de ma dame et m'amie (Grenon)

2. Je suy defait se vous ne me refaites (Grenon)

G3. La plus belle et doulce fipure { Grenon )

G4. La plus jolie et la plus belle { Grenon )

Gs. Se je vous ay bien loyaulment amée (Grenon)

V1. Amans, doublés, or doublés vos amours { Vide)

Va. Espoir m'est venu conforter { Vide )

V3. Et cest assez pour m'esjouir (Vide)

V4. Il mest si grief, vostre depart (Vide)

Vs. Las, fay perdu mon espincel (Vide)

V6. Puisque je n'ay plus de maystresse ( Vide )

V7. Qui son cueur met a dame trop amour (Vide)

V8. Vit encore ce faux Dangier (Vide)

The chansons were analyzed for a total of 145 aspects each. In 21 .
these aspects, either 19 or 20 of the chansons were jdentical. These 21
aspects were not included in the computations, as contributing notf
ing to the caleulation of affinities. Of the 124 aspects used, 23 @
binary and 101 continuous, The attempt was made to cover nearly -
aspects of the work except notation. The aspects chosen fall into th:
categories Voices and ranges (20), Scale (7), Diastematics ( 1'1
Bhythm and meter (23), Melody (5), Counterpoint (20}, Modalit
(4). Form (13), and Text and its relations to music (18).

The computer program that processed the resulting data was de-
signed to test a number of techniques, to see which yielded the best
results, The nonbinary data were standardized by twao slightly dth'f-
ent methods, one of which brought them precisely, the other appro®
mately, into the o-; range. The data standardized in each way WET
used to calculate a mean character difference, a coefficient of correli
tion, and a coefficient of average distance for each pair of chanson®
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The resulting six affinity matrices were treated by three clustering
meﬂmriﬁ—sing]c linkugc and two varieties of average linkage. :
Both standardizations and all three affinity measures gave about the
s results, giving each pair of works approximately, but not exactly,
lhe same ranking on a scale from high to low affinity. Particularly, the
mutual affinities among works F1, F2, F4, F6, and V7 are high
dccording to all methods, so that they always cluster together. In
generdl, the lu'_:r,h:-st of all affinities are between works by the same
tomposer, and the lowest ones are between works by different com-
oty bk the contrary is true in a large part of the cases.
'Thr results of all the L‘]llstvriug procedures are similar, although
PR by average linkage seems to be somewhat superior. In this
Pk, l[nkag.;- oceurs when the average affinities of one work or
thuster of works for another work or cluster are greater than for any
Other pair existing at the moment. The dendrogram (Figure XV-1)
‘h.:m:, the results of the combination of o-1 standardization of data,
“hailation of coefficients of average distance, and clustering by aver-
bl Einhﬁe: Wt:ighte_d pair-group method—a combination that pro-
ced h]ightl}- better results than anv other. Three distinct clusters are
Pfqa'iu{'ﬂ‘.‘d: with waorks "lrrz-'\r'[‘.'ru\'%,\.?'5_[.'5_(_;2‘@41 I'"2.~l'"fi-|“4-‘lr'l‘,."-Fl-F;'~
V3, and G3-V4-G1-Gs, It can be seen easily that each of these clusters
Sy Pr""d““'liﬂilnﬂ}' the works of one composer, respectively Vide,
if‘:ﬁiim-. and Grenon. Six of the twenty works, however (F5-G2-G4,
“Y3 and V4), fall into the wrong groups, as far as authorship is
Lﬂpcnmtﬂ' and two works ( F3 and V1) do not join any cluster.
m general agreement of the results of various combination
¢hniqueg suggests that all the techniques are working effectively on
! 1]“‘ given data, The program was also run on some sets of partial data,
:’;i]:i;i:ﬂﬂar results in each case, suggesting that further rvﬁnr;-nwlnics j]:
| % !]ap-n gﬂthef“'d would not substantially change the results, as long
| Th'dtmmf’t is made to include a wide variety of data. o |
© result of the project must be called disappointing, if it was
'%Ped that all the works would be grouped according to their compos-
.m-_ Of course, this set of works was chosen to make a difficult test,
:i:‘:hﬂm Outcome encourages the hope that, with mrfllmm-::s .u litt]g:
r apart, clusters will be more in accordance with origin. The

s of

gl ; - : ;
b 1 doub about the reliability of the sources’ composer att ibutions
ves ]
** Open the possibility that more than twelve out
ire clustered according to their composers. For

of twenty of the

- an ideal test of
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mm CHAPTER XVI

Music Style Analysis
by Computer *

by A. JAMES GABURA

Music, Style, and Computers

Musical style analysis is useful variously to the artificial intelligence
warker as a means of slud}'irl}-: the mmllmxillg process, to the composer
54 part of his hasic training, to the performer for interpreting scores,
and to the musicologist for classifving scores, identifving composers,
Hacing stylistic influences, and reconstructing chronologies. Owing to
its lirge tapacity for data handling, the modern digital computer
offers exciting new possibilities for style analvsis. This article presents
methods for musical parameter extraction and classification by ol
Puter, and describes experiments aimed at analyzing and identitying
the LC[‘};'N'Idr(l styles of Havdn, Mozart, and Beethoven as exhibited in
their pianoforte sonatas. The first section outlines the problem and
ome relevant work by other authors. The second section describes a
Misgic k"}'p'umrh Kls ol seciie techniques for storing music d:.s.tu.

third section describes methods for extracting certain s
Pitameters from a musical score. The fourth section outlines a i
for pattery datsificaticis by separating hyperplanes, and discusses the
Results of some leﬁmem's in distinguishing between similar styles uln

by s Rodod i of parameters extracted from the musi-

e,

Stvle ' s chsinii method of organizing musical materials, ﬂnd.
mfn be associated broadly with a creative epoch, and more narrowly
With an individyal within an epoch. For example, the styles of Hﬂu_"r'dﬂi
Mozart, 4ng Beethoven are particular instances of eighteenlth centL:]l‘}.
Musicg| style. In this paper, style will usually refer to individual style.

er science at the Uni-

L ]
A Based o 5 thesis submitted for M.Se. degree in comput
"8 of Torontg,
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If statistics can be found which are related to stvle, we shall begin
to have an objective measure of an otherwise ehusive phenomenon.
The evaluation of statistics depends on an ability to recognize and
count events, and since traditional techniques for music analysis gen-
erally depend on the identification in the scare of musical events
defined by a complex set of rules, many of these techniques are
capable of being automated, depending on whether the corresponding
classes of musical events can be adequately defined. It is important to
choose events relevant to the musical style in question; the analyst
must draw on existing knowledge of music theory for guidance in
choosing the pertinent musical parameters. Some trial and error Yy
be necessary; one possible correction procedure would be to use the
results of g particular analysis to synthesize an excerpt in the styvle
under consideration and then examine the result. This can be done
using a computer, In theory an analysis based on computer techniques
could be carried out by hand, but in practice the amount of work
involved would be prohibitive. Thus in a statistically oriented musical
analysis, the computer is a key tool.

Without F_::-Ing uvcrt_nrnplt';r;ut{*d, a statistical description of a style
should embrace its important features, Given descriptions of more
than one style, techniques are available for sorting out those features
which distinguish one style from another—hence the feasibility of
using a computer to identify the stvle, or the composer, of a given
musical excerpt. If a certain statistic proves to be a style differentiator,
we might elaim to have found a measurement which is related to style,
even though its musicyl interpretation may be somewhat obscure
However it is hest to consider only statisties -whif.-h can be jnt{*rpﬂltf'd
musically.

Obviously it is impossible to perform all possible analyses of all the
music that has ever been written; a number of restrictions have to be
imposed before an actual experiment can be done. First it must be
decided what styles are to he analyzed, and what composers wil
be chosen to represent those styles, Second. excerpts should be selected
having as many common features as possible, to facilitate compar-
sons. Finally it should be decided what statistics are to be computed
and how they will be related to style. Within this framework, it should
be possible to find a statistica] df.'s:'riptinn of a particular style in terms
of the musical features being examined. The problem can be restricted
still further to an investigation of those features which distinguish one
style from another, ignoring all common features, It is chiefly this
restricted problem which is dealt with here.
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Early musical applications of information theory sought to model
the composing process by estimating the transition probabilities found
m gimple tunes. Analyses of transition probabilities have been success-
hully carried out for Western cowboy songs,’ nursery songs,” Stephen
.F[HM tunes,* and hymn tunes.' Synthesis based on transition proba-
bities can produce three kinds of results,’ depending on the order of
the analysis (in an N™ order analysis the transition probabilities for
oy note are conditional on the previous N-1 notes) as follows: (1)
for too low an order of analysis, the results are not typical of the
ample members: (2) for too high an order of analysis, the results
faplicate the sample members; and (3) for an intermediate order of
alysis, the results are tvpical of, but do not duplicate, the sample
Merbers, f

A more extensive statistical analysis is reported by Fucks,’ who com-
f"_”ﬁd statistical parameters related to the first-order skip distributions
‘Tequency vs, pitch interval between successive notes) of sample
r_"ﬂ”di“ from 1600 to the present. One such parameter, the excess
T et g, i reported to show a positive correlation with
|I|':II‘.II'[{'~JJ time from the bamqm_, to the contemporary nonserial era.
Hlocorelation graphs for the sample melodies showed that the Bach
:-;!'lr:diﬁ were less correlated than those of Beethoven, and that the

bems melodies were highly uncorrelated.
| In & similar ('xP“riInFnt.-Bl.'ml * made first-order frequency counts of
Plches in the exposition sections of four sonatas: by Mozart, Bee-
oven, Berg, and Hindemith. Results showed a different pattern of

Uuition of note frequency with measure number in the Hindemith

Information Theory—

I ” [‘hl h“ﬂ- 85 i . PR LI
; : . atud “ha o] I by, in
| udies of Human Channel Capacity A . 1ok

P.ﬂ:glrm"fml Symposium (E. O Cherry, ed.), ‘Yoadlerme Pa

II;,:.} b Pinh'rt”“' “Information Theory and Melody,” Scientific American, 104
I, 1 )

W

Pﬂ.’?u'h amr H !’Di-li', .'*l.ld (1] Musi Co E] st ]1. ] 1 }' ¥
1 i oSl tion YIS i H-I.]I-d“[i
1

oy Svstem,” Journal of the Acoustical Society of America, 33 {1061 ),
s " y 2} o
‘E.'P Brooks, Ir. A. L. Hopkins, Jr., P. G. Newman, and W. "'r’.l W Tlght, FFJ::

F.If'[:”mmt in Musical Compaosition,” [RE Transactions on Electronic Compuiers,
b VOS] e

J s g -t al. 0, il
|\"‘f results wire predicted and comfirmed by F. P. Brooks, Jr., et al., of

i . op. cit
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sonata than in the other three. Bean. counting each occurrence of 2
pitch as a single event, regardless of duration, and treating the ind:
vidual notes as symbols, calculated the rate of information transmis
sion and found it to be between 21 and 25 bits per second for Mozart.
Beethoven, and Hindemith,

Extending the work of McHose.* who made first and second order
statistical analyses of eighteenth century contrapuntal harmony,
Baker * made a statistical study of the chords found in samples drawn
from the Haydn, Mozart, and Beethoven string quartets. The samples
chosen were all in major mode, in common meter, and nonmodulatory.
A preanalysis was performed in which all triads were analyzed in
relation to their tonal centers, thus eliminating the problem of kev.
Three main variables were considered: harmony, duration, and
“strike” position within the measure. Harmony was considered to be
the coincidence of three variables: root, inversion, and alteration
status (altered or not altered ), Transition probabilities up to fifth
order were computed, and dependent relations between variables
were investigated using chi-square tests of significance. One interest-
ing observation was that Haydn tends to change his harmony more
frequently than either of the other two composers. Both McHose and
Baker also investigated the distribution of intervals between succes:
sive chord roots, considerecd by bath to be of stylistic importance.

Music Keypunch Code

The use of 4 kevpunch notation for music is one means of obtaining
a data base for experiments in music style analysis. At present, key-
punching is the simplest, cheapest, and most aceurate means of coding
music, although other methods are theoretically possible. One possi
bility is the use of an optical scanmer which would accept a printed 0f
handwritten musical score, but such a device is unfeasible at present.
Data could be obtained through the use of an audio spectrum ana-
lyzer which would dccept music as sound, but even were such an
analyzer perfected, much of the original data would be lost. Stil
another f!l‘.‘r&b:ihﬂit}' is the use of an electromechanical music kl‘_‘-’hﬁﬂd
which would  transmit information directly to a computer or to a
off-line storage device. This last js 4 reasonable solution, and would

“_.-‘1.. I, .\l':-H_nsu, if'hr' Contrapuntal Harmonie Technigue of the 18™ C"'“""rg;
£ j- Crofts, New York, 194>, and Bagie Principles of the Technigue of 18" and
19 " Century Composition, Appleton-Century-Crofts, New York, 1951.

o w 5l .
R, "‘-Ihﬁdkf‘r- .."l Statistical Analvsis of the Harmonie Practice of the 18" and
Early 16" Centuries, D.MLA, dissertation, University of Illinois, 1963.
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provide rapid transeriptions, but is inherently inaccurate and would
wecessarly omit many of the details of the original score. Thus the
kevpunch code, using available equipment and manpower, is still the
mist accurate and inexpensive means of transeribing music into digits.

Aside from style analvsis, a kevpunch code for music has other uses.
Uk of these is in a computer scheme for high-quality note setting
Bing 4 ]Jhl]tmmmsiljun device, being developed at Columbia Uni-
ety A form of music code is also used by composers experiment-
g with 2 computer scheme for sound synthesis such as the one
mplemented in the BTL "MUSICY" program. !

A !::'fn‘lelI{'h notation should be 5i|||l}]|:' and L*;!.\I”_‘.‘ learned. It should
':l"”'lf" tollow traditional notation, for easv o sling and verifving. The
e should be complete, so that the data will be useful for a variety
i anilyses, and flexible, so that it can be adapted easily to different
Mesical stvles and notational conventions. In addition, the code
oold contain g certain degree of redundancy, so that some auto-
Jiag thﬂlh".ﬂ cin be Ilrm‘iri{'d. Clearly. a standard code for analvsis,
t'“f" lting, and sound generation would be highly desirable as long
P “ypunching n-'"]itj“.\.lht' primary source of input for these El'l'ti"'j_'
e Several methods for ]»::“'r’I"‘unn;-hIT.IL', have already been described:

I .
K ! : i i s
WP |ht.“. were not available at tl'-“-" time I'hl" Pr{_ sent SV stem wa

:ll'“"‘-';lk-el.

Described below is a code which, since 1963, has been used to
"sciibe 3 considerable body of piano music. A catalogue of the
Wirky which exist in this lelt,& form is given in the Data Base at the
il of gl ch :

i . ie
% apter. Various experiments on analysis of the mus
St

n the {'Hb&l[]}_‘m:‘ have been carried out. | 1
TR B 5 : 2 R +» pitch anc
“ basic objective of the music code is to specily: the B ]l

Irati ; . c as
i of each note in the musical score. Other data, such

T ‘-'1 abistryeq of the project is prir:h-ﬂ in Edmund Bowles | (_ﬁ_rr;p-l:'r'l;hli:::}‘
ilm,.. -?':‘ﬁ?::‘“;'h in the Humanities” ACLS Newsletter, Special Sup]
1t ! 3B, .
| e V- Mathews, and Joan E. Miller, “Music IV Programiner §
_I_mu-:llnuphtﬂ'l, Murrav Hill, \]. Bell 'I'-r'h*;:-ﬁrm!' I__”;m.,-mm-ffs: 1965, S
o Gould, and George W. Lagemann, “An Alphanumeric L-‘"'-f—'l"ﬂ.‘.-tth
L 'J'““]:.“:r'lu [ALMAL" '.’ﬂt:w York i'.ni-w'rsih; Institute for {'.‘mnpuh-rl thﬂl‘l‘”d.-
{":l"l;f “mm.“t" 5, 1066; Barry S. Brook, “The Simplified IPMT“'. ””f-] fl;:-‘:u::-.»;f.r'nr-s
.rj e v ot ?\ntur:ing Music—A I’rupu.uﬂ for International _Ii.:'||::|]:|tllh:l.1 . J,;”ﬂ'r-;;«,
i -I‘tl-e'ltrh International TAMI, Congress, Dijon, 1965, in Fontes Arlis { bl
e IT- Ve 156; Michae! Kassler, “A Hepresentation of Current, C_nnuu:lj r|~.1||.-l‘|t
of """"_‘-'-"-1:mn:tl for Kev-Punchers ™ Project 2qslD, ]:'1'I1IH'['=?'”-“N-.|" .I f.|.:..i .\.!”__ijl_
Mg Princetoy L'Ei.ll'r_hst\'_ une, 1g963; Erc Reoener, A :{IT-I: ol
r Computer hlp‘n!." Princeton, N.J., Department of Music,

I.T.'Il!il ri:_|r|||r| e
G
March 23, 1964,

Manual”

Wi,

oy _nn.{_”:h
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performance instructions, clef signs, stem directions, and so on, tend
to be either unreliable or redundant and are not included, although
they might be useful in other contexts. The music code is punched on
standard So-column IBM cards. Each voice is coded as a separate
deck, one bar per card, and each card is uniquely identified and
sequenced. To code the pitch of a note, three card columns are
needed: one for the letter name, one for the accidental, and one for
the octave. A two-digit integer codes the duration in terms of some
minimum time unit. Thus fve columns altogether are needed i
specify the pitch and duration of one note. If the last 8 columns of
each card are reserved for identification and sequencing, then space
remains for 14 notes of 5 columns each. Thus bars of less than 15 notes
can be coded one per card; bars containing more than 14 notes can be
continued on the next card, The IJitL'}]{‘::G and durations are coded
separately: the pitches on the left side of the card, and the come-
sponding durations on the right. The key signature and title are

Section 1

L3
Bection 2

Lt

Figure XVI-1. Divisian of a composition into sections

Composition 1

included on additional cards which precede each voice, and the end
of each section is marked by a special end card,

The various blocks of coding form a hierarchy as follows: (1)
composer, (2) composition within composer, (3) section within corm-
position, (4) voice within section, (5) bar within voice, and (6) note
within bar, Each composition is divided into sections, or excerpls,
such that each section has the same key signature throughout. The
end of each section is marked with a double asterisk. The division into
sections is shown snhemntim”y in Figure XVI-1.

The sections are coded one voice at a time, as shown schematically
in Figure XVI-2. Each voice begins with an asterisk eard, which also
cn:tains the key signature, the title. the composer, and other identifi
cation,

Two methods for storing music data in numerical form are sug
gested below,

In unpacked format, the most convenient structure for analysis.
each note is represented l)}r an integer which is rep]i{'alﬁd i consects
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trve times in 0 consecutive words of storage, where n represents the
duration of the note in terms of the minimum time unit. The first of
these replications bears a minus sign, indicating the strike position of
the note. Semitones are numbered consecutiy ely. Middle C, the joth
ofe of the piano keyboard, is represented by the number 4o; rests are
tepresented by zeros. Note that in this system the diatonic letter-name
information contained in the original data is not retained.

An entire section is stored ;u an m ¥ n matrix, where m is the
mumber of voices in the section, and n is the number of time units. In
this format, the rows represent *melodies” and the columns represent
‘harmonies,” From this starting point, a more compact | but less
weful ] code can be generated if needed,

Same attention has been given to developing a special, packed
tormat for storing music data efficiently. Such a format might be

| tetul for analyzing an extended composition such as a symphaony, or
| o o
Yoiee 1
:‘ -3
Voiee 2 =ection 1

Yoice 3

Fisure vir : : ;

Ut XVE2, Division of a section into voices
tog . . ; L i i } smeral

]mm. convenient handling of otherwise bulky data. A ge
mtlipe i =40

'.LlIJH of the packing scheme is given below.

a i " roa sequence

f : Pitch and duration of each note are ""I”'“u"“d i fy h“i”t
i) L " g RS s itch, as
I 12 bits: 5 for the duration, and the remaining 7 for thtf B ling
Unstrated i i Lop a3 s s B adant for coding
the g “l-]“ Figure XV I-3a. If the 5-Dit fie ia ”-m“"“!" i and the
- Wration, the following 12-bit field is used in addition, ¢

itz duratign iy T

is represented by the sum of the contents P tl[ e
lds. | these fields together are still insufficient, another 12 “Eh ].\j
Ltrﬂ!"md"""“”“ until the entire duration has been accounted for. Th
_ﬂfm:ﬂ for coding a note with a duration greater than 3o but less than
Selzfi i shown i Figure XVI-3h.

40 Voice g represented by a string of words,
PIed torethe '
Eacd voi
i

and these strings are
entire section.

T in sequence to form the code for the

v 8

oice s PJ'L'E'E'dE'd by a header word which P

it ? : e 108
1 of the header word of the next voice. The he

Jints to the serial
ader word of the
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11 12 20 M 28 29 ]

Pitah i

1] 4 5

7

Duration i i Duration i 4 1 |

Noten +

a9 a8 £ H]

- =T ' :
;l {Duration 7} = 31 Jl Ihiration § + 1 | Piteh j + 1

Note j Niowe s + 1

Figure XVi-3b. Format of a note with duration greater than 30 and fess

than 5,126

first unused word, which contains both &
as an end of file indicator, and also the number of
time units in the section. The entire sequence is preceded by a word
which contains the number of words in the sequence, The resulting
sequence is illustrated in Figure XVI-4 below:

last voice points to the
pointer of 7777

ia

No. of words

Pointer

1l-l:lil,'[' - r

5 [___.__ v J
¢ [ a Pointer

o Ty Voios #2
e |
: ’_ NTI i J XNo. of time units: EOF

Figure XVI-4. Word sequenice in the packed score

The averall saving of

storage with respect to the unpacked format is at
least an order of m

agnitude,
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Musical Parameters

This section summarizes some experiments in identifying and classi-
5 parameters. These parameters are determined from
malyses of scale, melody, and harmony.

By scale is meant a set of pitches used by the composer as a basis
b compasition. The tonality of an excerpt is related to the scale used,
which in turn can be determined by analyzing the pitch distribution.

For musical purposes, the frequency range from approximately 16
106000 Hz, (vibrations per second ) is divided into a series of loga-
nt||:|:||.-.'JJ|_‘.' spaced, discrete pitches, of which there are 12 per octave.
These are traditionally grouped into 12 pitch classes such that two
fitthes belong to the same pitch class if and only if they are an
Blegral number of octaves apart. In the tuning scheme known as
“ul temperament. the pitches are related to frequencies in the
r-1|?u-.r;n;'; manner;

Octave {0,1,2,.13,. 4,5, 68, 7, 8)
| Pitch class , {01, 2,3, 4,5 6 7. 8,0,10, 11
F = base frequency = middle C frequency /16

| Fitch (octave, pitch class) = 2

For concert work, middle C is tuned to approximately 261 Hz. (S

| e g, = 440).
In the work described, the distributions were l‘-“l"rvw\'d . H.!h g
Homalizp fractions %, such that Zx, = 1 over the sample space ,: "
Bovipm, where n = 88 for pitch distributions, and 12 for pitch-

]
Class dicte . " :
"d-atnhnmns. In this notation:

Mean = Ex;i = q
| P moment = 3x; (i —q)" = m
| Standard deviation = p:" = o
Curtosis = py /o' = &
Excess = ¢ = x — 3

i . o i o rested by
nl.h!mr "easurements, related to pitch distributions, are sugges 5
il

2 ; rs Suq_'l'.l as
r_t!'nr.qnm theory byt WeTs Tiot .;-mnputt_‘d here. 1=-.|mnth!j-’. b
e of | : - '

e of nformatigy transmission, entropy, and redundancy

rﬁa’;‘d“ : K
"ed by other workers for similar data.’

ad v 1
Beay, Ir., op. cit.: R. A, Baker, op. cit,
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The distribution of pitches or of pitch classes provides elementar
statistics which characterize certain general features of a musica
score. Considering only pitch distributions of keyboard music, we
might expect that the spread or standard deviation would increast
with historical time, due to increasing kevboard ranges. However,
pitch spread is not generally indicative of historical period, since 2

Talble XV1-1, Pitch-distribution parameters for excerpts
in Part 1 of the Data Base

Excerpt * Key Mean ¢
l A= 41.3 1.8
2 A= 49.7 5.4
3 A= 428 12.2
4 Es+ 41.7 12.3
i Es— 38.0 1.9
i Epr+ 43.1 12.1
ri E - 41.7 1.5
& (i 45.1 10.6
9 Es+ 0.4 13.1

1 G- 42.5 13.6
11 G+ 437 .2
12 G+ 44.0 110
13 G+ 37.5 93
14 ok 437 14.5
15 G4 403 9.8
16 Bs— 46.6 129

* Excerpt numbers are defined in Data Buse at end of this
chapler,

given composer may use different spreads in different compositions,
depending on the musical form and on the instrumentation. For
EXCETPLs in Part 1 of the Data Bage (see Data Base at the end of this
chapter), a pitch distribution was tabulated for each section, using an
88-note basis corresponding to the range of a modern piano. For each
distribution, the corresponding mean, standard deviation, and second.
third, and fourth, Moments were also tabulated. The parameters for
the various sections arp Summarized in Table XVI-1. Note that the
means of the pitch distributions do not seem to depend on key.

The pitch-class distributions were computed for the same excerpls,
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‘piring octave duplications.* These distributions have been trans-
[m?ed nto two standard keys for ease of comparison, C+ for excerpts
witten in major keys, and A— for excerpts in minor keys, and are
mescated in Table XVI-2, below. The excerpts have been rearranged
0 goap the major keys together. The first 10 excerpts are from
Brahs, and the last 6 are from Bartok.

Table XV[.2, Transposed pitcheclass distributions for excerpts in Part 1
of the Data Base

-'_‘—-——_

et A %2 B € €2 D Dz E F F& G G
-_‘————_

; E* 23 163 023 080 .015 068 247 017 075 014 206 .07
: r-f 8T 000 082 254 000 061 008 211 073 .022 202 000
: T 0% 004 123 165 023 000 018 173 050 .063 .149 .030
. A= M 000 112 131 022 071 033 .162 074 D46 065 052
S A= 05T 021 005 083 033 161 .033 .161 .116 020 050 062

-:* 26 005 108 087 040 086 043 154 052 078 050 074
AT 051 007 108 034 125 023 .199 059 042 076 044

=

; ':‘ 121 M5 124 045 058 111 032 167 104 055 052 110
By 8 008 083 .128 008 .108 079 .12 .113 068 .025 .01
U op. W O015 088 126 .015 117 076 .120 082 084 025 .05

rjl E: ','“';" D00 105 141 000 073 000 180 094 000 200 .000
By H7 000 000 226 032 075 000 .172 022 032 .184 .000
Ho T2l 000 035 231 000 .035 .000 .168 .139 000 .168 012
5 {-I 218 003 000 249 032 055 000 .194 .03% 051 .158% .000
Iy 471000 000 213 000 058 000 .250 .000 .000 .208 000

2T 212 035 025 114 .161 070 044 041 .77 020 025 067

'Es
T nimbers uré defined in Data Baze at end of thig chapter.

| .Thflﬂlit'i‘h-class distributions were made by accumulating, over all

e '-lmlls in the excerpt, the distinct pitch classes present for each

. m:m‘ and normalizing as described. These distributions turned
| I ::h“rpmingfy useful, as shown below. _ 5

fimply fn excerpts coded, it was possible to determine the <3

* 00 the basis of the pitch-class distribution of the excerpt. To

l Bere cas ¢ excerpt distribution is matched against a set of ey e

' Which define the diatonic pitch classes contained in each of the

Possible keys.* The key is determined using a maximum_ dot-

nor-

", . ; ;
H'ri!;h Pitch-class distribution calculations, octave duplications Wwere
i ided o the distributions.
e 5 be argued that the members of the piteh ;
¥5 shauld themselves have weights, reflecting their

-class collections which de-
relative importance
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product criterion as follows: if K = {1, 2, . . ., 24) represents the
set of key indexes, p represents the pitch-class distribution of the ex-
cerpt, and a;, i ¢ K are the key numbers, then the kev is assigned by
finding ieK such that a, - P is a maximum." After determining
the key of each excerpt, the computer would transpose its pitch-class
distribution into a standard key, either C+ or A—, for comparison
with other excerpts.

It was shown above how the key of a tonal composition can be
estimated on the basis of jts pitch-class distribution. In an excerpt
containing modulations, the key changes with time, and in order to

follow the key changes, yet retain the same analytical approach, the
overall pitch-class distribution over the whole excerpt has to be re-
placed with a series of short-time pitch-class distributions, employing
a time window comparable in duration to the shortest modulatory
passages,”

At a given point in the score, the pitches actually sounding contain
the most pertinent information concerning the presence of a key
change at that point. Thus a reasonable approach to the construction
of a short-time pitch-class distribution at a given point is to give
progressively less weight to the preceding pitches, and no weight to
the following ones.™ Although other sloping functions could have
as key indicators. However. such weights would necessarily be arbitrary, and
experience has shown that their introduction has a tendency to confuse the key-
determination procedure,

”z‘.‘.n alternative method replaces the dot-product by an absolute deviation
function. All distributions are first normalized so that their elements, which must
be nonnegative, sum to unity. The absalute deviation hetween two normalized
distributions x and ¥ is defined as g < Zx, =~y =2 A similarity index between
x and y is defined as 0 < 3 — /9 Zlx, — v,| < 1. For key identification, x is re-
placed b_'n.r. the pitch-class distribution P ¥ is replaced by i.'l.kﬂ‘:'r' number a,, and the
key is assigned by finding i € K such that the similarity index hetween a,, and p s
4 maximum. Results abtained using this method of comparison are very similar o
t!mse obtained using a dﬂl-prllduc-t_ For the same excempt, the two methods con-
sistently yield the same predominant key, but occasionally assign a slightly
different ordering to the competing keys, ;

7 An altemative approach, used by Jackson and Bemzott of Roosevelt Univer-
sity, deduees key changes from a functional analysis of chord progressions. See
R. ]aclrfnn and P Bermnzaott, “Harmonic Analysis with a Computer—A Frogres
Report,” ICRH (Institute for Computer Research in the Humanities ), Newsletter,
Val, 1,9 flﬁ'ﬁﬁ} 3.

I“_-"I-Hh_ﬂugh a rectangular time window can produce a short-time pitch-class
dlstnh'_tthmu mare simply, a sloping weight function has twoe advantages for use in
analyzing key changes: first, if the pitches at the leading edge of the time window
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sbeie “'ﬂifn;rnf:trftdai!::ir]:i:;ln:ﬁr. r'r*f‘_"fl’}- an exponential weighting

vier the width of the time wind L “L .]z"‘“_s - by a factor of 10

The short-time pitch-class s fllustrated in Figure XVI-5.

thard positions, since ch ‘”; d'-"frlhllhﬂﬂ:i lli.‘t' evaluated at successive

winate the local key 0T fh {‘ﬁn!:' ﬂm':f'f.*mfant locations at which to

piches, sounding tﬂﬁ@thﬁ:a . Erd 5 defined here as a collection of

e oL B r, ._m h-‘l\'lng a duration equal to the num-
e time units for which all the [}itf_']“](‘.‘i remain un-

WEIGHT
100,

nj= 20 nj
CHORD NO.

Figwre yv1.
Bterval fo iEi: Expanential weighting of pitch classes over a short time
A Jaes Gl f‘é“sh‘ucl:iun of a local pitch-class distribution  ( from
2otk xat*ir;mrf;npu!er Analysis of Musical Style,” ACM Proceedings
Mling Machiners: onference, copyright © 1485, Association for Com-
nery, Inc.; used by permission)

e
et wei ;

ight, it seems reasonable to expect that whenever the time ki

1 immediately.

re:ll']',,:-g: f
: Ie]::'-:!;nﬂ::;n:e i1:| Ih.P score, that chanpe will be registere
5 u-idth of ]nurtt“"’t}' using a rectangular windew would be of Fhe
the window; second, in forming a mathematical definition
t is desirable

ity
:m ;fﬁ“ﬂ‘:“mﬂﬂ such as the perception of key changes, i e
hmippm"i“"“ﬁun D;'_:’P"'*“d to reality in some sense, in this case to build into
o B make the of the way one hears, acknowledeing
o }Iu- tends 1o for “f""g"-'ht impression on the Hstener, t
iring ) of et what he has heard, and that he has no
Pitches not yet sounded.

that the pitches actually

hat with the passage of
awareness [on
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changed). Each of these short-time distributions is then used to
determine a key, in the manner described earlier, which is thes
associated with its corresponding chord, "

Since it is the intention of the composer to produce key ambiguity
during a modulatory passage (as opposed to a transition, which is
characterized by an abrupt key change), an oscillation between the
two keys present might be expected using the algorithm described
However, with an adequate time window.™ the key changes were
always indicated decisively and at the proper time, with only an
occasional lag of a chord or two. A method of analyzing key ambigy-
ity quantitatively has been implemented by printing for each chord
two or more of the hfghvsbmuking keys, along with their associated
ranking eriteria, From this data, the relative abruptness of the various
modulations can be deduced. The chord function in each of the
various kevs is computed and printed also, providing a more detailed

i 14 s e 14T

I3 134 135 136 147 138 13p 140 143 42 ] :
Ebvd Es+ Erst Es+ Gy Ght Gt Fi+ ha Ex+ Ep+ Es+ Esd Eid E
148 148 180 151 152 158 15 65 150 5 58  1&  1s0 I8l
G- G- T+ o4 o As .1.2 .3.J- .1“ .!L.‘-. LT Gé— Gi~ Oi-

Figure XVI.6. Computer analysis of kev in Mozart's Symphony No. 41,
K.551, Movement No. 1, Development H!'.L'*I(HI. Bars 133-161 (Excerpt 6
Part 3 of Data Bage Appearing at end of this chapter}. The key given is the
predominant kev at the end of the corresponding bar,

analysis of how the modulations were accomplished. An explanation
of the methods used 1, determine chord function is provided further
on in connection with the analysis of harmony. An example of 4
computer analysis of key is illustrated below in Figure XVI-6.

The methods described for detecting the occurrence of modulations
in a musical score are effective for g wide range of styles, since they
depend only on the loeal pitch-class distn’bur}ons. rather than on a
detailed analysis of chorg function. Due to the nature of the approach,

*For chords near the beginning, the key estimates are unrelizble since there
are too few pitch classes represented in the shorttime distributions due to the
5hur!::‘ncd time window, Tg correct this difficulty, an optional modification has
he:-n implemented in which the excerpt is considered to be reflected in the t=0
origin. Because the short-time pitch-class distributions for chords for the hegin-
ning are by this device allowed to include pitches from future chards, their cor-
responding keys have 5 greater likelihood of being assigned correctly.

*In typical EXperiments a time window of 10 seconds was used; shorter time
windows tended o result in spurious key fluctuations,
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e sensitiviy to k"}’ change can be made greater or less simply by
tecreasing or increasing the length of the time window used. Thus the
mdel can be made to: (1) yield the hierarchical key structure of the
ewcerpt, in which each successive level corresponds to a shorter time
vndow, and (2} mirror the overall “sense of key” experienced by the
setier at one or more of these levels.

by definition, it is meaningless to analyze an atonal composition
sing the concept of kev, In the tollowing paragraph a useful alterna-
e concept is demonstrated for analvzing atonal excerpts.

Although the concept of key has no value in describing an atonal

fimpasition, it turns out that often it can be replaced by the idea of
5 which mathematically is nothing more than the most frequent
Bt class. The method is to compute short-time pitch distributions as
before, and o determine from each the most frequent pitch class.™ An
“ample of a computer analysis of axis is shown in Figure XVI-7.
W4T 48 4950 5 52 53 54 55 56 57 A8 59
LB A G De F Gz E E (& ¢g Gy C
“ 6l 62 63 o4 65 66 67 68 60 7O T 72
Uz D DA A B Fz F As Az G2 G I

=
W=

Figern Xv7.5 Computer analysis of axis in Stravinsky's Movements for

F of 41 i
L Orchestra, Bars 46-73, Movement No. 2 (Excerp! ﬁ: F'qilr! 3 :f
;"J *¢ Appearing at end of this chapter). The axis given 1 the pre
Hant pitch clas at the end of the corresponding bar.

s Mstnictive to analyze both tonal and atonal excerpts with
et { bty key and ‘-;._w;is, It was found that each method uif
tﬁiil‘ Works best for its intended application: that is, t[mall :.-HE.'C‘-TP:;
aud"'g{-d in terms of Ris tanid 10, Ahow spurl'ﬂlilﬁ axis [{1_|L-t11.',1[1ﬂl‘1.‘::. :m.”
b “eerpts analyzed in terms of key tend to exhibit spurious k“
f }gﬂl However, the patterns of Icc}'- change and axis C.h-u-nf: b.l"i:ﬂh:z
° r,mm stable for tonal and atonal excerpts rcﬁpectne __ I‘.-;v]{.ﬂ
o0 s supported by the tvpical results shown in Table - e
* The values shown were obtained by analyzing a tonal and &

= 3 2 Fes,
* mposition: once using the program for finding key chang

: seri in the
F“'H\bl:djpmhu this is aceomplished with the same program ‘-1"“1:;!:;.?] (repre-
b Subsection, |y setting each of the first 12 “key r!L‘m:I“ e i
thy i major keys ) to zero except for the element representing

i
mhﬂ]’h_e E'_!I- Mote, and setting the second 12 “ki'_\' I'II]rl'Ih[!I'E
¥ 1 all e,

[ repres enting the

5]
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and again with the program for finding axis changes. In each colum
the number in italics indicates the more stable mode of analysis fi
that ex cerpt,

These results demonstrate a computer-based analysis technique
which can yield useful data tor a wide range of atonal composition

which are otherwise unapproachable with traditional harmonic. o
specialized atonal dI'l‘_‘H]]IPﬂhil‘i{Hl tools. The same approach could be

Fable XV I3, Comparison of the number of key and axis changes iu
both & tonal and an atonal exeerpt. The excerpts are the same anes
used to produce Figures XVI-6 and XVI-T.

—_— L e N
Mozart tanal Stravinsky atonal
Changes excerpt 2 excerpt
e A R Sl e L
Number of kev changes ] 40
Number of yyis chanpes 20 29
Er— e R

used also for the analysis of modal compaositions, replacing the “key
numbers” by similarly defined “mode numbers.”

In a discussion of melody as a musical parameter, one recognizes
first that histnri{-;aﬂ'_\- the application of computers to music analyss
began with statistical investigations of simple tunes, since these wen
easily coded and could be modeled by a simple time series with 1
finite number of states.® The experiments described here are essen
tially repeats with peyw data of experiments originally described by
Fucks® The Present work supports his values for the excesses of
ruf*lud}' skip distributions representative of the eighteenth century,
and confirms the utility of the autocorrelation graph as a convenient
means of dr!ermining the periodicity (or Jack of same) in a given
meladic excerpt, -

For the eXcerpts represented in Part 4 of the Data Base appearing it
the end of this chapter the melodies were identified during the coding
process and designated a5 Vioice 1 of the code. After converting 10
note numher Tepresentation, the melodic skips were computed by
su!}rmeling each note number from the note number preceding it
Thus a repetition wae designated by a skip of o, a downward move

2 H Q”‘.lﬁt!m.l op. cit.; R, C. Pinkerton op. eil.: H, F. Olson and H. Belar.
op. cit.; and F, p, Brouoks. Jr., ot al. op. e

Hwr 1 SaL s \ . ¥ : g

W. Fucks Musical Analysic by Mathematics " op. cit. and “Mathematical

Analysis of Formal Stnicture of Music,™ ap. it
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werit of one semitone by a skip of —1, and so on. For the analvsis of
shigs the durations of the notes were not used. -

A distribution of the skips occurring in each of the melody lines
jldl‘d was tabulated by the computer, as in the example girvun in
?:'le',-".' XVLS, Some of the distributions are shown graphically in
Figure AVI-g, and the values obtained for the skip distribution param-
s for each section of the data base are given in Table XVI-4.

g
M g in oy PuT MauE wET | JE s

PESTREBAY i b ComBECuT [wk falia bl
WRELE

s
{11 a &k (= &b ¥ fr L
-
[
LT T 1 e | R T ] L A s
S 1
ST ] = i i i L ' 2 $
# sDORY NI aleh] LOd%e JOGTH o LBV TR T S - 0k3
o i

B : ;

J..*.:;_I o VLS, Skip distribution for the melody line of Brahms' Inter-
’Inri-. B 117, No. 3 Movement 3 ( Excerpt 1, Part 1 of Data Base ap-
SR At end of phis chapter)

ro by

Thli' mi ¥ i ; actlyv 78
s of the distributions could be made exactly ze
to the

J;hu{h:n]f the last note of the melody as proceeding {.,-I.E.“!m]?, the
et lihlestr. values reflect the steepness of thol d1l.'itr1[]_)r1_l;1gf:|;:
e gy ¢ normal distribution, and confirm thr::. 5|m|!uf} ?|g_
.'lﬂt-t] by Fucks for eighteenth century music, lending sup
§ 7, his sugzestion that ex{ws.‘;‘ may be useful as a historical indica-
.me; E]:'irt:nt. exceptions include the Brahms, OP'. 11?5, o 3
skipg - 'EF}"J.I in which the melody is composed L'hJL'H:'-: c: uf‘ltﬁe
B ”"5.0;.; ”"I'hw.-‘ri}- uncorrelated, and the Sl'l‘_l'[}TH] mnv{:;nlt ::j oy
g {mv' ’%ﬁl, No. 2 (excess = —1.25 ), in which upward an o
P skips account for over 52 per cent of the total skip
2 “melody” lines were
- m‘u! prminm-d

No. 5§

. However in these two instances, the
hi5} 5 - : . s g
. PP”"P“-HFH' during the coding process,

" Fucks,

Musical Analysis by Mathematics,” op. &,
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INTERVAL SKIP — SEMITONES

OPUS 116, No.5 el
OPUS 116, No.2, SEC. | i

Figure XVig. ":ki]1 distributions for two Brahms melodies
A, James Gabura, “Computer Analysis of Musical Stvle,” ACM P
of the zoth National Conference, copyright (© 1965, ‘Association |
puting Machinery, Ine.: used by permission )

anomalous results also when tested for periodicity, as exp
below.

By p}nttiug the autocorrelation function of a given melods
immediately determine the periodicity of the melody by inspecting
graph to a length corresponding only to the duration of the per
itv. Even if the melody is nonperiodic, some idea of its deer
predictability or randomness can be inferred from the initial port
of the autocorrelation function. If the function decavs rapid
remains near zero, the melody is uncorrelated or random [t}
contains many large .uki!r:]; if it decays s]mv]:.'. the melods
behaved and predictable ( that is, consists mainly of small skips
latter interpretation of the autocorrelation graph is the on cmplo
by Fucks, since his samples apparently consisted of too many s p
melodies strung together to show a consistent periodicity,

To begin, the note scale ig interpreted as a number scale
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its high percentage of octave skips (Op. 116, No. 2, Mvt. 2) produr
a correlogram which reflects strikingly the octave skips which appe
on alternate beats in the score ( Figure XVI-10d).

It is apparent from the above examples that the correlogram pr
vides an easily interpreted summary of the periodicity and predictab
ity of a melody excerpt. Such a correlogram can help characterize th
excerpt: orderly or random. repetitive or nonrepetitive; and togeth
with the skip distribution parameters, could be used as a hasis for
crude classification procedure for melodies. An alternative classific
tion procedure would iny olve the identification of melodic themes i
the test sample, and the comparison of these. using a table look-up
procedure, with a diet ionary of themes uu.-{-hu:rimfl}- extracted from a
data base, or obtained trom an independent library source.

In piano music of the style being considered, g great deal of stylistic
information may lie in the ornamentation of melody, The omaments,
which include turns, mordents, trills, and so on, are superimpased on
the melody line, and were originally used to prolong the force of the
sustained notes, particularly ip early piano and h:lrpt-ithurr] MLsIC.
The sound of 4 harpsichord dies away rapidly after the key has been
struck, compared with the tone of a modern piano. Variations in the
Way omaments are uged by different composers do assist a trained
listener in recognizing the composer’s style. These variations include:
(1) the actual form of the figuring, and (2) the voice in which it
occurs,

For the Present meladie analysis, omamentation was not given
special attention, 4 Ithough it was coded explicitly into the appropriate
voice wherever j occurred. The analysis of melodic ornamentation
might well he performed ax 5 separate s.Lud}r_

A collection of tones sounding together is here referred to as a
chord, having duration represented in terms of an integral number
of time units. A chor( can be described in terms of its original pitches,
or given as a bass note plus the intervals formed above it, or stated as
a collection of pitch classes, The analysis of harmony is much influ-
enced by the notation used; described helow are several notations
liﬂﬂd_ as bases for f:]alss;if}'ing chords, and for summarizing the har
mMonic content of given musical excerpt. It is proposed that harmonic
content embraceg style differentiators. Some approaches to the prob-
lem of extracting the root tone of 4 given harmony, which may be
stated in either diatonje or chromatic notation. are outlined here.

In diatonic harmony, the root of a chord is the diatonic scale po-
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Figure XVI-10d. Correlogram for the melody line of Brahms' Op. 116, No. 2

Movement 2

sition (1, IL, 11, IV, V, VI. o VII) upon which the chord is con-
structed. Above thig root, in ascending thirds, are the pitches par
P# . . . which form the remaining chord tones. The resulting chord
is said to be in root position: the i inversion is formed by rearrang-
ing the constituent pitches so that pi forms the lowest sounding tone
Thus it can bhe seen that in order to compute the inversion of a given
chord, the root tone must first he identified.




s g, e

Style Analysis by Computer 245

Both Schillinger * and McHose * attach a stylistic significance to
mot movement, or interval between successive roots. In purt[{'u]ur:
Schillinger defines six possible root motions. In his terminology, Cycle
30 Gy ocours when the root moves down a third (or up a sixth};
Crle 5 or C; oceurs when the root moves down a ffth (or up a
fourth }; and Cycle = or C; occurs when the root moves down a
seventh (or up a second ). The negative motions—C _5, C_;, and C_-
—ire in the opposite direction. For example, C_; occurs when the

Table XV I-5. Distribution of root movements
in typical eighteenth century composition

Hehillinger
Root movement Per cent terminology
Fifth 1] G Gg
mevond 3 =, k. T
Third 10} | B
Prime 0 Cu

Toat moves up a third {or down a sixth). Together, these exhaust all
Possible root motions. Schillinger termed these motions cyeles since
I-'_ith ine produces a unicpue, rn}'p(‘t'iﬁ\':- root pattern. He believed it a
"Mue in composition to use root cycles consistently and systemati-
Cilly, and thus evolved a theory of f-_r;:-k- styles. He concludes that Gy
% predominant in eighteenth and early nineteenth century music, as
pified h:'" Mozart and Beethoven. Siu’lihtr]_'v'. he concluded that Bach
s.}m-_»; evidence of C:, and that C. appears both in Wagner and in
fteenth tentury Germanic compositions.

McHose, as 4 result of a later and presumably more extensive study
of typical works of Bach, Handel, Graunn, and Telemann, estimated
the ccurrences of the various root motions as shown in Table XVI-5.

These root motions were further analyzed in terms of upward or
du-ur-ru.s-anl motion as shown in Table XVI-6.

This datq confirms Schillinger’s conclusion that C; is the predomi-
"t 100t motion for cightl:(:nth century music. It was therefore
(sidered reasonable that a computer tabulation of root motion
*“quencies would be useful as a style-classification parameter.

? dccumulate statistics on root cycles using the computer, 1t 1s

Fis ]I' S"i'i“i”]ﬂ‘r- The Schillincer Sustem of Musical Composition, 2 vols., Carl
* g |

12T, Ing.,

8y New York, 1941
A L McHose, Bagie Principles, op. cit.
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Table XVI-6. Distribution of root movements, subdivided
by direction of movement

Schillinger

Root movement Relative frequency evele
Fifth downward Frequent Cs
Second downward Infrequent C.
Third downward Frequent Cy
Fifth upward Less frequent Ca
Second upward Frequent G
Third upward Infrequent Ca

necessary to have an algorithm by which the computer can find the
root of any given chord. The method evolved here is based on diatonic
spelling, and is independent of accidentals. Thus for a particular
chord, the selection of the root depends upon the spelling used:
however it is known that in the epoch being considered for this type
of analysis, composers were generally quite careful in their delineation
of harmonies,

To begin, the seven diatonic letter names are placed in a gyele ol
thirds, clockwise, as in Figure XVI-11.

From any starting point as a root, a chord can be constructed by
proceeding clockwise around the circumference. Conversely, the
of a chord might be thought of as the note furthest counterclockwis
around that part of the circumference marked by the notes which
appear in the chord. U sing this principle, the root of each of the A
triads shown in Figure XVI-12 can be identified as C, since each trad
is spelled with the same letters: CEG.

However, the principle stated turns out to be ambiguous in practic
sinee it is not always clear which is the note “furthest countercloc
wise” around the cvele of thirds. This point can be clarified Wil

Figure XVI-13, Cycle of thirds, diatonic notation
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0
§ -
Maj, Min. Dim. Aug.

Figure XVl.12, Superposition of triads on the cycle of thirds (from
A James Gabura, “Computer Analysis of Musical Style.” ACM Proceedings
ol the zath Natiomal Conference, cnpjl.-'!'!'j_:ht @ 1965, Association for Com-
F‘Jﬁﬂg H-’u‘hinrr_\'_ Ine.: used b}' permi*isitrllfl
reerence to the two examples shown in Figures XVI-13a and XVI-13b.

In Figure XVI-134, one can find the largest unoccupied arc of the
tcumference, DC, and identify its clockwise extremity, C, as the root
o the chord, However, an identical procedure fails for the example in
Figure XVI-i3b, since there is more than one unoccupied are of
Mavimum size, namely FC, CG, and GD. However, D is most likely
e oo, since it EIIP'F‘l‘;1r5 with a third above, viz. F. Hence, if the first

Bt

{;a??‘w"*?vf-laa. Letter name configuration, type 1 {fmm_ A. ]Fﬁ;?;

znﬂ_m_' _L"T“P"ter Analysis of Musical Style,” ACM Proceedings o :

!La:lh:\ah”“ﬂ] Conference, copyright ® 1965, Association for Computing
ey, Inc.; used by permission )

F"‘ﬂwdu“_. Eﬂjls.
Hice and
thiorg

. one can find the largest occupied arc of the circumfer-
identify its counterclockwise extremity as the root of the
- In the event that the letter names all appear simultaneously,
1%0tis considered undefined.
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“m'l[—-—"'_-_-_--_-"-

Figure XVI-13bh. Letter name configuration, type 2 { From A ]'"“_i
Gabura, “Computer Analysis of Musical Style,® ACM Proceeding of &
2oth National Conference, copyright © 1965, Association for Computit
Machinery, Inc.; used by permission ) ;

The root extraction algorithm was coded for the computer, and th
machine was used to compute distributions for each section b
of the Data Base ( appearing at the end of this chapter) showing &
percentage use of each of the six root evecles. Root cycles were 0
puted at cach time unit, and a summary \;\\'il."i made of their distribati
over each individual section, Table .‘iiﬂ-?il and Table XVI7b o
summarize the root-cycle distributions found in the various excet®
the data base,

Comparing Tables XVI-7a and XVI-7b with Table XVI6 %
apparent that there jg some qualitative agreement with Brahus, M
not with Bartak, ; e

as would be expected, considering that Me
tables were B Tubl

XVI-7a .-wt,l..iq"::l'{t; on eighteenth L‘bll.hlr_l.' harrrmnilf Pmt:h.ﬁ_:, G
ages do not agree well with those in Table XVI5
ever, Table XVI.q1, h the
in ITuh]rt XVl-s, suggesting that Barték's pattern of root motkions
qllj]:_lu different from the traditional pattern. The overall "'gnlﬂrﬂ[
:‘::]tm:l:.nf]f:_:::t :,: .hrttcr tiu.m_ would be expected, considening tl:l_d::
termining the M the particular computational method used 1
There s ; Tﬂtjf v, the
{|istrihutir:1r.:1{g ];t :]Tf (1.0&!. Uf. variability from excerpt o er!ﬁhli. ]
D T i ;_.Efn:j'- ©s within Tables XVI-7a and :";VI-TI},. \1.-.111'1‘. e
result in part f.-“vm"""‘ between the two tables, The .,.-grl_illmn: ol
cally chasen l'::-" -thb %dﬂ that the sample excerpts were " -i:h'.li
P consistency, or from the possibility et ™
particular tomposers are the 5 r use of s
Progressions. Alsp, certain (i tend t0 ™

averages are in complete disagreement Wi

mselves inconsistent in thei
fliculties with the analysis
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Table XVI-Ta. Root-cyele distributions in Brahms
as determined by the computer

Exesrpt ' C.y  Co Ca 5 G, [
1 258 Jd37 18 118 216 157
2 J12 AWM 026 43 a34 2806
4 02 131 061 141 313 162
4 J65 132 AT 154 2432 132
i 088 088 363 76 200 077
fi 120 a3 253 205 193 086
i 235 J17 176 103 154 212
’ 5 049 150 134 380 085  .183
’ 9 04T SHY Gisse LTRSS T 24
| 10 080 167 120 320 167 .47

Aveage® 170 118 158  .193 JA66 166

Avg O Ol = 351 avp O+ Co = 314 avg G +
C = 338,

i the computer-derived cycles being more evenly distributed than
of McHose. .

| Chne diﬂit:ul:!}.l with the present [L-‘-__-hniquu results from the jn.‘}bi]it}’
| o the cmputer to distinguish nonessential tones { passing mnotes,
“ipensions, anticipations, and so on). When one of these occurs, a
Uew chard s sometimes assumed to be present, and is given equal
"eight with those chords which form the underlying harmonic “skele-
0" Thus the resulting root cycles are not the same ones obtained by
Olivary hang analysis, although they are well defined and might be
“pally useful for the purpose of st}:lu classification. The difficulty is
Utrated in the chorale excerpt shown below in Figure XVI-14. First

Table X V1-7h. Root-cvele distributions in Bartdk as
determined by the computer

Exeerpt ., Cie C., G s Cr
1 214 on a4 2se 24 Ol
12 139 .49 .i9s . 167 058 306
3 091 000 sz 455 82 091
i4 067 vgaalE apai gy 2B AN
15 Y Gt A S 1 A L
L] a5 .05 =81 .75 a06 088

Avernge* 174 B4 225 208 115 1
e —

*Avg G, + O = st avg it Cam 70 ave Cr + Cor
= M8,
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Figure XVI-14. Traditional analysis of the root cycles in a chorale e
cerpt compared with the computer analysis

is given the true “skeleton” analysis, then the analysis which would be
produced by the computer. It is shown how a root cycle is decom-
posed by the computer into two different root cycles.

A second difficulty, also a result of near-sightedness on the part of
the computer, arises in the vicinity of a broken chord bass. On certait
beats the root is sometimes implied, rather than stated explicitly, and
the real root is not detected on those beats, as shown in the example in
Figure XV[-15,

G. Matielii

: F;‘Egure- 1'1:"1’-1.5. Hlustration of implied root; beats on which the root ¥
implied are indicated by asterisks

on;.]nc way to avoid thlcse d_j!ﬁcu]tics might be to analyze chord roots
5 -chr strong beats, ignoring all harmony ch anges which oceur on
b:.:_ d_f?a:s; H{I'm'evur, for Ithc—* purposes of style classification, it might
: ‘\ r;:l{ vantage to restrict the :tnﬁI_r.'sis in this way, since less of the
E::f':n;;::ﬂr ;rt?“hlj hf'lusvd, TI“‘ 'ﬂd‘f’ﬂﬂtﬂgt‘ of using the computer in
£ this task lies precisely in its ability to tirelessly execute the
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sme oot extraction procedure for each time element.” Preliminary
results indicate a different pattern of root cycles in a Bach Chorale,
F‘*’ti'i'lllﬂf]}’ a pmduminance of C-, as prvdicted by S::hi”irlgf:r, Thus
the root E}‘E‘fﬂ distribution test shows some promise as an indicator of
style, and should be investigated in more detail.

The above diatonic method of finding the root of a chord can be
used only if the spelling of the chord is known. However, if the only
mformation available is the chromatic note number of each note in the
thord, a new method for finding the root is needed. In contemporary
music, chords are not, in general, carefully spelled, and the concept of
root is often meaningless. Even when dealing with tonal compasition,
the prablem of extracting roots is much more difficult when it is
necessary to use a chromatic representation of chords, rather than a
letler-name representation,

An algorithm is presented which will find roots for a certain class of
chords, namely the major and minor triads and chords formed from
them by adding additional thirds in an alternating major-minor se-
foence. This means that the triad may possess an added seventh,
ninth, and so on, requiring only that the complete chord can be
fpresented as a sequence of alternate major and minor thirds. Tones
My be omitted from the sequence with no effect on the outcome of
the J-"""“"'ﬁ'-"'dl'l'lg, algorithm. The algorithm is based on a 24-element
tne wheel which has around its circumference an alternating se-
fuence of major and minor thirds, as illustrated in Figure XVIa6.

Each of the 12 chromatic tones appears twice, once on the inner and
onee on the outer cireumference. The pitches of a given chord are
noted as pairs of positions on the circumference of the tone wheel, and
the iniial task is to delete one member of each pair. This is done by
“onsidering each pair in tumm and deleting that member of the pair
which is farthest from its closest neighbor. The deletion process is
Cintinied until one member of each pﬁir has been deleted, or until no
urther deletions can be made (in which case no root is produced ). If
nly one member of each pair remains, then the counterclockwise
“remity of the largest are formed by unoccupied circumference

7 Sinice the approach described uses an analysis procedure which is simple to
CTImieate, seemed of questionable value to attempt to im[tah_: a2 human
atalyst gore precisely, as to do so would involve the difficult extraction of con-
tmt!ut information and the heuristic application of a wide range of ill-defined,
mbiguous, and arbitrary rules.
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positions is the root. By numbered steps, the procedure is as follows:
{ 1) mark all the different notes appearing in the chord: the notes will
appear in pairs, one in the inner and one on the outer circumference;
(2) with each note thus marked, associate an index which is equal to
the number of positions along the circumference to its nearest marked
neighbour; (3) consider each pair of notes, and delete the mark from

Figure XVI-16. Cycle of major and minor thirds, chromatic notation
lffrur!'l A. James Gabura, “Computer Analvsis of Musical Style,” ACM Fro-
ceedings of the 20th National Canference, copyright @ lgrﬁ.'i. Association
for Computing Machinery, Inc.: used by pe:mis'.-.'inn}

the Temhe.r of the pair which has the greatest index; (4) compute
new proximity indexes” for all members of pairs yet intact, and repeat
step 3; if one member of each pair has been deleted, then proceed 10
step 5, otherwise repeat steps 3 and 4 five or six times before conclud-
ing that no root exists by this definition; and (5) compute the lengths
of the arcs between all adjacent pairs of notes; the note at the
clockwise extremity of the widest arc is the root.

Having extracted the root, the chord inversion may be determined
by noting the position of the bass note { lowest suu:;ding note) with
respect to the root on the circumference of the “tone wheel.” That is. if
the bass note is the root, the chord is in root position; if the bass noté
is the first position above the root in the sequence of clockwise
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positions on the “tone wheel,” the chord is in first inversion; and so on.

This method will not produce a correct root for the dominant
seventh chord, which has a major third followed by two minor thirds,
or for the diminished or augmented triads, which consist of two minor
and two major thirds respectively. Therefore, the root and inversion
determination for these chords was implemented by special tests.

There are many possible algorithms besides the one outlined above,
for instance the one suggested by Hindemith.” His method is to find
the lowest fifth, or failing that, the lowest fourth, and so on for other
intervals in a predefined sequence, taking either the upper or lower
tone of the interval, also prespecified, as the root. However, some
disagreement with traditional analysis is inevitable whatever root
extraction algorithm is used. It often happens that the root of a chord
remains ambiguous until the chord resolves, that is, until its successor
chord is known. Perhaps an improved algorithm might be found
which can look ahead for clarifying details. However, it is much more
practical, it has been found, simply to list all possible chords and their
1oots in a table. Then a simple look-up can be performed whenever a
root is needed. This latter method has been successfully developed
and implemented, and is described in greater detail below with refer-
ence to pitch structures.

The fﬂ]i{m’ing is a dest_'riptiﬂn of experiments in which various
chord notations are used in the process of classifving and identifying
chord types used in music. For the purpose of making chord fre-
fuency counts, it was desired to use a technique which would retain
the explicit structure of the chords, believed to contain the important
style-bearing information, in contrast to a technique requiring a
preanalysis of the score into traditional harmonic symbols, which
would be restricted in application to a very small area of music which
can be reduced to such limitations, By retaining the explicit structure,
it was considered plausible that more of the stylistic information
would be retained, since stvle is conveyed by the specific variations
which accur within the traditional harmonic classification. The chords
could not be retained in their original pitches, since a classification
method was needed which would not depend on the particular key in
which the excerpt was written. Thus chord types were constructed by
retaining the chromatic intervals above the bass, omitting the bass
itself,

“P. Hindemith, The Craft of Musical Composition, Vol. 1 (trans. by Arthur
Mendel ), N.Y., Associated Music Publishers, 1g41, Chap. 3.
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A table of harmonies was assembled by the computer in which each
different combination of intervals was printed along with the percent-
age of the total time it was used in the excerpt. Each chord strueture is
tabulated as a group of integers arranged one above the other, where
each integer denotes an interval, measured in semitones, above a
common bass note. Thus a major triad in root position and close
structure would be coded 1.

From the table of harmonies a distribution of the intervals above
the bass note was l‘."UII‘IPutH' and prinlud, tﬂgether with the mean and
standard deviation of the distribution. The standard deviation as a
measure of interval range might be useful as a historical stvle parame-
ter, and should be smaller, for example, for harpsichord music than for
piano music, due to the greater range of the latter instrument.

Distribution parameters for all samples in Part 1 of the Data Base
appearing at the end of this chapter are given in Table XVI-S.

The frequency measurements were weighted in two wavs: (1) by
duration, and (2) by attack or “strike tone.” Little difference was
noted between the results corresponding to the two methods of
weighting, and all subsequent measures were evaluated anly by dura-
tional weighting,

The results of this particular experiment took the form of a large
number of tables that proved hard to digest, and it was decided that
in future experiments the computer should be instructed to arrange
the output in such a way that would facilitate a direct comparison of
the results corresponding to the different composers whose works were
being analyzed.

The chief purpose of the experiment on chord comparisons was t0
provide information concerning the use of interval structure and
harmony in the music of Haydn, Mozart, and Beethoven. The piano
sonatas were chosen rather than the string quartets since the former
were more readily accessible and the latter had already been analyzed
statistically by Baker.” The experiment suggested itself as a logical
extension of previous work. It was considered desirable that the
results be easily interpreted, and that a test of machine implementa-
tions of various standard music-analysis techniques be demonstrated.
In comparing composers with respect to frequencies of various chord
types, it was expected that infrequent chord types might be particu-
larly significant as differentiators of style. It was thus desired to
compare the harmonies used by Haydn, Mozart, and Beethoven in

MH. A Baker, aft. cif.
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order to discover which were used most frequently, and by which
composer, and also to identify the differences between the three sets
of harmonies which might provide insight into their stylistic individu-
ality. For example, it would be expected that Beethoven would use
intervals spanning a wider range than either Haydn or Mozart, since
he wrote for a physically larger piano. In this experiment, type, root,
inversion, key, bass note, and accent were all recognized as distinct

Table XVI-8. Interval distribution
parameters for excerpts in Part 1 of
the Data lase

Exeerpt Mean a
1 208 70
2 11.5 7.5
3 189 88
1 20.6 10.5
3 17.6 10.3
fi 19.0 9.6
7 18.0 10.4
8 17.9 8.7
b 2000 12.1
10 24:1 13.9
11 7.6 4.0
12 11.8 L)
13 111 8.1
14 15.5 150
15 13.3 6.4
16 16.9 13.0

parameters of a chord, and chords differing in any one of these
parameters were classified separately.

The selection of a scheme for coding harmonies was governed by a
desire to retain as much information as possible concerning chord
structure and function. An obvious approach is to divide the musical
score into a series of vertical slices corresponding in width to the
duration of the smallest time unit used, for example:

—47 47 =35
—a3 23 —23
=1% 11 =11

Here each column represents the tones sounding during a single time
unit. Each number corresponds to the serial number of a note on the
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piano keyboard. The minus sign indicates that the corresponding note
is struck, and a number without a sign indicates that the tone is to be
held over from a preceding attack. A difficulty arises in attempting a
statistical analysis on the basis of the original pitches. Music of this
style may be in any of 24 different keys, half of which are major, and
half of which are minor. The note number representations of the 12
major scales are identical except for the addition of an integral con-
stant, and the same is true for the minor scales. Hence to compare
compositions written in different keys, it is necessary to obtain them in
the same common key by transposition, But even single excerpts
contain key changes, and so we must either restrict our input o
nonmodulatory passages or devise some system by which the com-
puter can recognize key changes automatically. Assuming that modu-
lations can be so recognized, the above example could be recoded by
the computer as shown below, in terms of semitones sounding above
the lowest note, The key to which the chord belongs, and the position
of the bass note with respect to the key note, are indicated below the
numbers specl'f}ing the interval structure. (In these examples, col-
umns are coded as single machine words, )

~36 86 —ay
1% 12 —18

1 1 1
G+ G+ G+

In the example, the first column specifies a chord consisting of two
intervals, 12 and 36 semitones above the bass, which are both struck.
The "1” indicates that the bass note is also the key note G, and the G+
indicates a G major context, The same example may be recoded more
efficiently, in terms of storage space required, as shown below:

=00 =g
= 1& =12
1 1
G+ C+
2 1

Here the integers in the bottom row specify the durations of the
W”E-“Pmdi"g chords (colummns), in terms of the smallest time unit
used,®

*For the purposes of constructing a time-series model of the compositional
process, a symhol set composed of elements such as the above is likely to be awk-
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| The coding scheme used for the input data specifies each note of the
musical score in terms of pitch and duration, and is described in detail
under the heading Music Keypunch Code. In order to achieve some
degree of consistency, the sonata excerpts chosen were all in common
meter, A total of 72 excerpts were coded," requiring approximately
15500 bar-cards (Part 2 of Data Base appearing at the end of this
chapter ). Cmnputer editing of the data as it was being keypunched
proved to be of major importance during this phase of the project. The
excerpts were limited in length so that each could be fitted into the
available active storage area of the computer.
Algorithms were used to detect kev changes within an excerpt, to
extract roots and find inversions of chords from their chromatic repre-
| sentations, and to identify the chord types: major, minor, diminished,
and dominant seventh. Details of these algorithms have been dis-
cussed earlier, They were coded to demonstrate that a machine could

| automatically perform some types of analysis traditionally done by
hand, and to make the computer output more meaningful. However,
since all the information about the chord is implicitly contained in its
interval structure, the classification where possible into traditional
harmonic symbals may have been an unnecessary complication. The
analysis was carried out to first order only; higher order statistics
would have to be obtained by additional programming. The excerpts
were analyzed one at a time, in blocks by composer, and the resulting
chord structures were tagged with their composer, and stored on
magnetic tape. Finally, these structures were combined, sorted, and
tabulated in a form facilitating a direct comparison of the harmonies
used by the three composers studied.

Results of the comparison show that the octave (12) is by far the
most common chord, and is used nearly twice as much by Haydn as
by either Mozart or Beethoven. Three-note chords were less common
than twa-nate structures, since there are more variations possible. The
minor chord (1) for example, was used about one tenth as much as
the ﬂ'lu]'l'yr third f'-l}- and more often h'!,r Beethoven than l’}‘r’ HE}'d" or
Mozart. In general, it was observed that Beethoven used more notes
per chord than did either of the other two composers.

wirdly large, and because of the high ratio of possible different symhols to the
wailable quantity of data, it is clear that a synthesis based on such a process
would degenerate at a very low order. For an experimental verification of the
Principle invalved sce F, P. Brooks, Jret al., ep. cit

L This th of the P"‘i'ﬂ“t Wis L'nml‘-'ll'!lf‘d h}' F. E. Braunlich and A. Mudgeﬂ
in approximately six weeks,
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One might expect that a limited number of different chord struc-
tures would appear in the works of each composer. That is, a graph of
the number of different chords found plotted against the chord num-
ber analyzed might be expected to rise sharply at first, with a slope
near unity, then eventually decrease in slope, and finally level off. In
the present analysis, however, chord structure was complicated by
chord function, so that a single interval structure might be found
under several classifications, depending on the degree of the scale on
which it was used, whether it occurred on a strong or weak beat, and
s0 on. Thus the number of possibilities for different chords was greatly
increased over the number that would be obtained only from differ-
ences in interval structure and discounting secondary classifications
resulting from key and position within the measure. The amount of
this increase was approximately 220 per cent in the experiment de-
scribed. Due to the large number of separately distinguished chords,
the graph of number of different chords versus chord number shows
no sign of lweling off after the initial rapid increase, but appears to
continue rising with constant slope in all three cases corresponding to
the three composers ( Figure XVI-17).

The curve for Beethoven is distinetly higher than those for Haydn
and Mozart, and rises with a steeper slope. A relevant measurement is
the number of different harmonies per harmony number, which is
simply the slope of the line joining the origin to a point on the curve.
This measurement decreases with increasing sample size; values are
tabulated as follows for the total available samples: Haydn .22; Mo-
zart .29; Beethoven 4o, The limiting values of the slopes of the
straighter portions of the curves (.15, a7, .26) indicate the same
general trend, which reflects the fact that Beethoven's harmonic tes
ture is thicker than Haydn's or Mozart's, Thus, in general, a greater
harmonic variety is to be found in a sample of Beethoven, compared
with samples of Haydn or Mozart of similar length.

Another observation of interest is the average number of time units
per harmonic unit. This measurement confirms the observation, pre-
viously verified by Baker, that Haydn tends to change his harmonies
more frequently than either Mozart or Beethoven. The two sets of
results are presented below, for comparison:

Baker
Haydn..... . +o- oo 3,95 eighth notes per harmonic unit
Mozart. . ..., 4.25 eighth notes per harmonic unit
Beethoven, ...

4.21 eighth notes per harmonic unit
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Gaburn
Bawdncoooiiia .. 167 sixteenth notes per harmonic unit
Mozart....o.. . . 1.73 sixteenth notes per harmonic unit
Beethoven. . . ., 1.73 sixteenth notes per harmoniec wnit

The discrepancy in the magnitude of the numbers is in part a result of
the fact that in the present analysis, smaller harmonic units are
acknowledged as being distinct. The important thing to observe is that
the figures are smaller for Haydn than for Mozart or Beethoven.

In this experiment, as in the previous one, the quantity of output is
almost overwhelming, due in this case to the large number of different
chord types recognized. Hence a new method was developed, to be
described next, which was specifically intended to reduce sharply the
number of different chord classifications.

A technique was desired by which it would be possible to code the
various common chord types, in such a way that the chord type and

3 i

thousands

N
P

Number of different harmonics
™

0] 2 4 6 8

Harmony number—thousands

Figure XVI-17, Graph of number of different harmonies versus harmony
number in the Piano Sonatas of Haydn, Mozart, and Beethoven (from
A. James Gabura, “Computer Analysis of Musical Style,” ACM Proceedings
of the 20th National Conference, copyright ® 1965, Association for Com-
puting Machinery, Inc.; used by permission)
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the inversion of a given chord could be quickly looked up in a table,
thus avoiding the problem of finding a general algorithm for extract-
ing the root of a given chord. The solution arrived at was o code each
common chord type in a normalized form (root position) as a se-
quence of 12 ones and zeros (called a pitch structure) corresponding
to the pitch classes the notes would occupy on the chromatic scale
from C to B if the root of the chord were C. Since the chords are
always coded in root position, the first element of the pitch structure s
always “1.” Using this table of chord tvpes, the root and inversion of
any chord can be easily determined,™ provided its root pesition form
is in the table. The list of chord types used in the present analysis is
given in Table XVI-g.

A harmonic analysis of both tonal and atonal composition has been
carried out using the table of chord types to determine both the rmlS
and the inversions of chords occurring in the given musical scores.”
The output format for the tonal harmonic analysis is illustrated below
in Figure XVI-18,

Four of the highest ranking keys are shown with each chord; the
first of these is the predominant one. At the end of the harmonic
analysis, the ranks of the 24 keys have been determined by averaging
over the entire excerpt, and were presented in order of decreasing
rank,

The same chord-type table was used also for analyzing atonal
compositions, but in this case the key-determination procedure wis
replaced by a simple determination of the predominant local piteh
class, or axis, as explained above in the section headed Musical
Parameters. The format for the atonal version of the harmonic analvsis
is shown below in I igure XVI-1g,

At the end of the harmonic analysis, the 12 pitch classes, il\f"fe‘mEEd
over the entire excerpt, were presented in order of decreasing rank.

The use of a pitch-structure table for finding the root of a chord
coded in chromatic notation is more efficient than the algorithm
described previously, since it treats each chord type as a special case.
A logical extension would be to compile a table of all pitch structures

* The pitch structure of the given chord is shifted cyclically until a “1" again
appears in the first position. The number of times thic operation must be per-
formed to achieve a match with one of the pitch structures in the table gives
the inversion of the chord, and the bit number of the root in the original pitch
Structure can be extracted at the same time,

i Many of the specifications for these programs were worked out in collabora-
tion with P. Pedersen, » graduate student in the Faculty of Music.
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Table XVI-5. Table of chord types, and their
corresponding pitch structures

Chord type Mnemonie Pitch structure
Rest REST QOO
Unison UNISON 1O0000MOCON0
Dominant major 13th D413TH 1000100001 10
Dominant minor 13th D=13TH 100010001010
Dominant minor 9th D— 9TH 1 10010000010
Dominant major 9th D+ §TH 101010000010
French 6ith FR 6TH 100010 00010
Diminished diminizhed 7th o0 7TTH L0100 100100
Augmented major Tth X4 TTH 10007 (001001
Diminighed major Tth 04+ 7TH 100100100001
Diminished major Tth* 04. TTH 1000001 00001
Minor major Tth —+ TTH 100100010001
Minor major Tth * —+4. 7TH 1001000060001
Major major Tth 44 TTH 100010010001
Major major Tth * 4+ 4. 7TH 1000 10000001
Augmented minor 7th X~ 7TH 100010001010
Diminished minor Tth 0= 7TTH 100100100010
Diminished minor 7th * O—. 7TH 100000100010
Minor minor Tth — = 7TH 100100010010
Minor minor Tth * = = <TTH JOCHL RO 1 b
Major minor 7th +— 7TH 100010010010
Major minor Tth * W - TTH 100010000010
Augmented triad X TRI 100010001000
Diminished triad 0 TRI 1001001 0000
Minor triad — TRI 100100010000
Minor trigd * —. TRI 1010000000
Major triad + TRI 100010010000
Major triad * +. TRI 100010000000
Minor 2nd — 2NID 11000000000
Major 2nd 4+ 2ND 101000000000
Perfect 4th P 4TH 100001000000
Diminished 5th 0 5TH LO0D0G100000

Note: Asterigk indicates that an element is misging.

found in the given excerpt, regardless of whether they had been
previously entered manually into the table of chord types. To do this
Tequires a technique for normalizing pitch structures, or assigning a
ot position arbitrarily, so that two pitch structures differing only by
an inversion could be identified as being the same. The procedure
used here is first to reverse the bit sequence in the pitch structure,
then cyclically to rotate the bits to form the smallest possible binary
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Chord root |n Fetronome narking
corresponding key Tempo note :
Smallest note value
Bar nunber — —» 133 T sr:""#
Chord type ————ma + TR 30 8 16
Inversion —m—— C
I D&+ 77,28
'Y AS+ 71.39 Predominant keys
V GS+ 70,182 and ranking
¥I € = 63.30 criteria
Chord in 0S5
terms of AS3
Its orieinal G 3
pitches D53

Puration—mm—0H00 5

Figure XVI-18. Output format for tonal harmonic analysis

integer, and finally to reverse the bit sequence again. The result is a
unique 12-bit binary number having a “1” in the first position.* Thus
the pitch structure can be identified by a 4-digit octal number repre-
senlation of either the normalized sequence of bits or the reverse
normalized sequence.

Table XV1-10 and Table XVI-11 show the pitch structures, normal-
ized according to the procedure described, contained in some typical
excerpts from Mozart and Stravinsky. The tables show both the octal
and binary representations of the pitch structures, and the chord types
according to Table XVI-g are shown where applicable.

Using the data obtained from all the individual excerpts in Part 2 of
the Data Base appearing at the end of this chapter, averages were
obtained for Haydn, Mozart, and Beethoven. A record was retained of
the percentage of the total duration accounted for by each pitch
structure, and also of the number of times it occurred. Only 75 unique
pitch structures were found in the entire data base, including the null
structure, which was used to represent a rest. With such a small set of
elements, it would be not impractical to make frequency counts of
pitch-structure sequences, without creating an unreasonably large set
of classifications. The pitch structures for Havdn, Mozart, and Bee-
thoven are shown in Tables XVI-12a, XVI-12b, and XVI-12c below. It
is apparent that the most frequent structures are the common chord
types listed in Table XVI-q,

* A similar representation has been adopted by H. S. Howe, Ir., who gives
a FORTRAN program for computing the complete set of pitch structures in
Some Combinatorial Froperties of Pitch Structures,” Perspectives of New Music,
Vol. 4, 1 (1g65) 45
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Hetronome marklng
Tempo note
rSﬂaHest note value

Rar nunber ——————mny Fi* TH S
EG b 32
F 2h.50 7
AS 2O, BT
G B.EQ
DS E.B5
& E.1h Short time
E 5,090 L. pitch-class
FS 2.1E distribution
LS La5d for the chord
Chard 1n E. 4 1,45
terms of pss G 141
its original %S 1.02
nitehes ot =y Ea )
::Lll'atiqn 3

Figure XVI-1g. Output format for atonal harmonic analysis

Table XVI-10, Pitch structures in Mozart, Symphony No. 41, K.551,
Movement 1, Development Section, Bars 133-161
o, of Por cent

Plteh structure Chiord oeccur= of total
3 representations tyne rences_.luration
1 0000 COOO OCOOOOOOOCO0 REST 1 2586
¢ 0001 000 100000000000 UNISON 18 8.190
3 0005 5000 101000000000 + 2ZND 1 Oa.%31
4 0011 4400 100100000000 =-.TRI 20 8.621
5 0015 5400 101100000000 ) 0.B62
& 0021 4200 100010000000 +.TRI 4 1.724
7 0025 5200 101010000000 1 Oa%31
& 0041 %100 100001000000 P 4TH 3 1.293
9 0051 4500 100101000000 & 2.586
10 0055 5500 101101000000 1 0.431
1l 006l 4300 100011000000 3 1.293
12 ©os5 5300 101011000000 1 Da%31
13 010l 4040 100000100000 © 5TH 3 1.293
1% 0105 5040 101000100000 +=.7TH 3 1.293
15 0111 4440 100100100000 O TRI 21 9,052
1& 0211 4420 LQOL000L0000 = TRI 30 14&.655
17 0221 4220 100010010000 + TRI 27 12.931
l6 0245 5120 101001010000 1 Dah3l
19 0251 4520 100101010000 1 0a.%31
20 D311 4460 100100110000 12 5,172
21 0431 4510 100110001000 X+ TTH 2 D.Bb2
€2 0443 £110 110001001000 ++ TTH 5 Z2.155
23 0445 5110 101001001000 0= 7TH 2 D.862
24 0451 4510 100101001000 == T7TH 1 Da%31
25 0511 4450 100100101000 +- TTH 30 12.931
Z6 0513 6450 110100101000 & Z.586
27 0531 4650 100110101000 1 0a.%31
Z8 0551 4550 loolollolooo 2 D.B62
29 1111 44%&4 100100100100 00 TTH B 3448
30 1145 5144 101001100100 1 D431
3l 1225 5224 101010010100 2 0.862
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Computer Identification of Style

Some experiments are described here which make use of a linear
pattern recognition technique for dt’sﬁuguishing between the musical
stvles of Haydn, Mozart, and Beethoven.

In most pattern-recognition schemes, a set of measurements is made
on each pattern, and these sets are subsequently classified into groups
or patterns by a processor. A critical question is the selection of
appropriate measurements which adequately describe the patterns,
For the purpose of classifying musical excerpts, for example, any of
the numerical parameters given in the section on Musical Parameters
above, as well as many others, could potentially serve to characterize
the style of the excerpts. Assuming that an adequate set of measure-
ments has been selected, the problem becomes one of classifying sets
of measurements. One method for performing this classification was
originally called the error correction procedure by Rosenblatt, a system
he invented for training his simple three-laver series-coupled Percep-
tron.™

The training procedure used in the experiments to be described was
adopted directly from a formulation of Rosenblatt’s error correction
procedure presented by (lreenherg and Konheim.” First, a measure-
ment vector is determined for each musical excerpt, where each vector
contains n values corresponding to a set of n numerical parameters,
plus an n + 1" element which is given the value “1.” The composers
are then treated in pairs. For composer A, there are p measurement
vectors X, i=1, 3, .., P, one for each excerpt, and similarly for
composer B there are g measurement vectors Yul=ai a0, g. An
n + 1-dimensional vector w, called the weight vector, is computed by
an iterative training procedure to be described. The object of the train-
ing procedure is to find a weight vector w such that for an arbitrary
8 >0

Wek>8i= 12, .. 9 and
W< =8i=19 . viy. (s

" F. Rosenblatt, Principles of Neurodynamies, Buffalo, N.Y., Cornell Aeronauti-
eal Labaratory, 1g61.

¥ A number of les sophisticated classification technigques were tried and aban-
doned in favor of the nne deseribed, which is sometimes referred to as the method
of Separating h}wmlm'f“- See H. I. CGreenberg and A. G, Konheim, “Linear and
Nomlinear Methods in Pattern Classification,” TBM Journal, Vol. 8, 5 (1964 209
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Table X¥I-11. Pitch structures in Stravinsky, Movements for Piano and
Orchestra, Bars 46-73 (Movement 2, complete)

-
L=0 =R R L TR

o
—

LU T E T S i o B o L L e e e L RO R RO R RGP B RO RS P e e e e e e e
l.uNHQ-nﬁﬂ:—dﬂ"'-hih—'ﬁwHﬂ\ﬂﬂﬁlﬂ‘urkﬂl‘\?l—'ﬂﬂﬂ‘ﬂﬂ‘U*Wmﬁﬂﬂmﬂﬂ'u‘l‘hﬂ“

Plteh structure
3 representations

oooo
oool
ooo3
0oos
Goo7
0013
0ols
ool
0021
Qpza
o025
0033
00%1
0043
0045
00&7
0053
o6l
0063
0065
0071
olol
olo3
o105
oll5
ol17
o121
0125
ol4l
0143
0145
0l6l
0205
0207
0211
0215
0223
0243
0245
0251
0253
0315
0321
0345
Qe 3
0453
0513
0523
0543
06lS
0617
0625
0723

0000
%000
4000
5000
To00
6400
5400
T4%00
4200
6200
5200
6600
4100
6100
5100
7100
6500
4300
6300
5300
4700
4040
6040
5040
5440
Tab0
4240
5240
4140
5140
5140
4340
5020
7020
L&20
5420
6220
6120
5120
4520
6520
5460
4260
5160
6110
6510
&450
6250
&150
5430
T430
5230
6270

0Go000000000
100000000000
110000000000
101000000000
lLilooooQooo0
lLiglo0000000
101100000000
111100000000
100010000000
110010000000
lolclooooo00
110ll0000000
100001000000
110001000000
101001000000
111001C00000
llololoooo00
looollocoooo
lioglicooooo
101011000000
100111000000
100000100000
110000100000
101000100000
101100100000
111100100000
100010100000
lololologooo
100001100000
110001100000
101001100000
100011100000
101000010000
111000010000
100100010000
101100010000
110010010000
110001010000
101001010000
100101010000
110101010000
101100110000
100010110000
lolgolllo0Q0
110001001000
llololoolo0o
lloloolclooo
110010101000
110001101000
101100011000
111100011000
101010011000
110010111C00

Chord
Lyne
REST
UNISON
= ZND
+ 2ND

+.TRI
=44 TTH

P 4TH
++. TTH
==y TTH

0 5TH

+=4 TTH
U= 9TH

0= TTH

D+ 9TH
0+ TTH

- TRI

o+ TTH

++ TTH

N
GCecu

of Par cont
r=of tota)

rences “uration

g e e e et o B e e e e D R B B b e O R P B e B e e e e e B B e e e o

4,478
T«276
6530
3.731
3.358
0.373
1.306
l.11%9
1306
l.679
0.560
2:239
L0075
0aT46
iy o 1 0%
0.933
0aThé
3.172
DTkt
0.T46
0.187
0560
0.373
0.560
0eThé
2239
0.933
S5.22%4
3.545
D.The
DaThe
1.493
4 4TH
3.T31
0.560
1493
1119
0.560
2.052
1.493
2985
0. Tht
1.493
0187
0187
1.679
0.187
0560
1.%493
0 ThE
0373
0.933
0373
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Table XVI1-12a. Pitch structures used in the Haydn Piano Sonatas

o, of Per cent ta, of Per cent

Piteh occur- of total Pitch occur- of total

structure rences duration structure rences duration
0000 189 3.878 0205 140 0.798
0001 3490 2%.5608 0211 “B5 Z2+593
0003 215 l.0b6 0213 ] a032
0005 6598 4.059 0215 14 0«06l
0007 2 0.008 0221 1099 Ll
0011 2093 14,542 0223 3 0.020
0013 a9 0.,205 0225 14 0a05T
0015 34 0.176 0243 2 D012
oozl 2122 15.653 0245 21 Oal48
0023 10 0.053 0251 8 0.082
0025 82 0457 0261 T 0.028
0031 23 0.193 0305 1 0004
004l 1498 9.358 0311 ] Dalid
0043 91 0.51% 0321 5 0020
0045 174 L«375 0421 33 0=193
0051 201 1+313 0423 & 0.02%
0053 1 0.008 0425 2 0s018
0055 7 0.032 0431 1 D004
0061 76 Oa%32 0443 26 O.148
0101 34 2264 0445 5 0.020
o103 w0 0263 0451 29 0.123
0lL05 Le4s l-218 0511 195 le2B%
0111 229 L«BT7 0513 & 0018
o115 3 0.020 0551 9 0.037
o121 £l D«283 0711 [ Da02%
0125 . 0.020 1111 49 0.321
0141 “ 0.028 1125 11 0049
0151 2 0.037

If such a vector w exists, it can be shown that the training procedure
below will eventually terminate. In this case the measurement vectors
are said to be linearly separable. In general, the linear separability of
the measurement vectors cannot be assumed: however, there is 1o
practical method for deciding whether the vectors are separable other
than by applying the algorithm for determining the weight vector w.

The algorithm for determining the weight vector is as follows. After
llnl'ﬁﬂ“}' SC‘ttiIlg w: = g, the fﬂ]]ﬂiﬁng four conditions are tested for
the result of the dot-product w - z, where z is replaced in turn by each
of the measurement vectors Xei=1,2,...,pandy,i=12.

q.

[fw-z}ﬁandz:[x;}.w: =w
Ifw-zgﬂ'andz:{x.},w: =w4z
Ifw-z{—ﬁiandz:{}q},w:'—-w
Ifw-z> —fandze{ylw:=w—z
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Table XVI-12b. Pitch structures used in the Mozart Piano Sonatas

o, of Per cent e oF Papr cont

Piteh accur- of total Pize: reciir= of total

structure rences Juration structure rences duration
0000 273 al39 0213 11 0.080
0001 3223 23.622 0215 14 O«0862
Go03 234 1a3l% 0221 1184 12.451
| 0005 676 4,032 0223 5 D.022
0007 i 0.035 0225 11 0075
0011 1778 12.TB5 0231 & Da0Z26
ooL3 35 Oa2%0 0245 14 OelOb
| 0015 28 O«200 0251 17 D.089
oozl 1833 13.574 0261 & D.022
D023 3l 0267 0305 3 D.013
oozs T Ouie23 0311 10 Oal42
0g3l la 0.133 D321 -] [V
Gl 1 1377 B.239 0421 32 Dulb5
0043 107 0730 D23 Z O=ul8
G045 152 l.163 Qésiy 3 5 0049
G051 209 1.893 D445 T D«053
0l0el S8 [\PETY 0451 10 0.080
0071 2 O.008 D45% & 0017
o101 332 1.920 0507 1 0.00%
0LO3 &7 O«3l6 0511 97 1.069
0105 220 2:027 0513 5 O«L53
0107 4 0.017 0551 4 D.017
o111 225 Ze241 0655 1 O.004
0113 B Dalit oTll 1 0« 008
0lz1 5 0.360 1111 15 Oagd7
Gles 1 0.035 1113 2 D«017
0131 1 0« 00% 1125 & 0.017
0l41 16 0.102 1133 1 D.008
0147 1 0.004 1145 2 0.0U8
0205 129 0.967 1325 1 0«00%

0211 “32 3.458

If the entire set of measurement vectors is tested, and no change in
W is required, the training procedure terminates; otherwise, the process
15 repeated, again replacing z by each of the measurement vectors in

turn. Each such pass through the set of measurement vectors is termed
an iteration,

Note that after a finite number of iterations, the weight vector w can
be expressed as a linear combination of the measurement vectors,
where measurement vectors corresponding to composer A have non-
Negative coefficients, and vectors corresponding to composer B have
nonpositive ones. These coefficients should be accumulated during the
training procedure, since they can indicate which patterns (excerpts)
are relatively more significant for the purpose of separating the
classes,

H:n'[ng mmpllt['{] a weight vector w, the measurement vector z of a
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Table XVI-12c. Pitch structures used in the Beethoven Piano Sonatas
No. of Per cent

No. of Per cent
occur= of total

Pitch occur- of total Pitech
structure rences duration structure rences dJuration
Gooo 1 &k 3.31s 0211 407 ba 105
000l 2118 19.896 0213 13 D.13%
Goo03 147 0.957 0215 11 O.183
000s 516 3481 0221 983 14.720
0007 5 0.094 0223 5 0.094
0011 1233 5,745 0225 45 Dakdé
0013 a2 Da36] 0231 b Da038
Gols 21 0.150 0245 59 Qabdé
0021 1244 10.184 0251 28 0,283
Go23 9 0.083 0261 19 04263
0625 L0 0.417 0305 22 04328
0031 9 0.105 0311 29 O.dbl
0041 1059 T2 T4 0321 5 006l
0043 ] 0.439 0345 2 0.011
0045 los 0.929 0421 13 Dall®
0051 208 2478 0423 2 04011
0053 3 0.0k 0425 & 0055
0055 7 0044 043 ] 5 0039
o6l 25 Oulb? b3 ET 0304
0065 2 0.016 0445 31 0295
GOl 1 0.011 0451 &8 0.T17
olol 257 1.78& 0453 2 D044
0103 20 0.205 0455 3 0« 100
olos 197 2.059 0505 1 0005
0107 1 0.005 0511 313 4adpd
ol11 208 Z2.103 0513 9 0283
0113 34 Oul7 0551 7 D094
0115 & 0.061 0651 1 04005
0121 45 0.383 0711 & 0036
0125 & 0.033 1211 48 0974
0131 [ 0.089 1113 8 0.211
0141 11 0.083 1115 “ 0.116
0151 11 0.172 1125 2 04027
Gz05 105 0.940 1315 2 0.011

new excerpt of unknown classification is identified by forming the
product w - z and noting whether the result is gn.‘:‘ltli:l‘ or less than
zero. If w -z > o, the decision will be made that the new excerpt
belongs to composer A, Note that this is equivalent to asking whether
v - 2’ is greater or less than ¢, where

] T e TR sy ],
z' = (2),%3,..,,2,), and
== Wyij.

If there are m classifications, m{m— 1} /2 vectors v; can be con-
structed, such that v, distinguishes between class i and class j. If we
choose v;; such that




R ————

Style Analysis by Computer 26g

vi*b<ey<wy-a(acclassiandbeclassj),

then the class of an unknown measurement vector 2 may be identified
by noting that if 2’ is a Lc. of the training vectors in class j, then

vy 2 — oy < owhere1 < i < f,and
Vi ' 2' — ¢ >owherej < k< m.

Therefore, if the measurement vectors for the excerpts of three com-
posers can be shown to be linearly separable in pairs, the three cor-
responding weight vectors may be used to identify the style of a new
excerpt written by one of the composers.

In the experiments here described, the relative durations of pitch
structures (chords normalized with respect to transposition, inversion,
and octave displacement), were used as a basis for differentiating
between musical excerpts composed by Haydn, Mozart, and Bee-
thoven. To begin, the percentage of the total duration occupied by
each pitch structure was determined for each excerpt of Part 2 of the
Data Base, as shown in Table XVI-10 for an individual excerpt. For all
excerpts combined, a total of 75 different pitch structures was found,
and these were given in Table XVI-12. A measurement vector is
therefore defined for each excerpt, and contains the percentage dura-
tion of each of the 75 pitch structures in that excerpt. Since the
musical excerpts were all drawn from the general category of eight-
N‘Tlth-cmtury pianoforte sonatas, it seems reasonable to assume that
the quantity being classified is closely related to the composer’s indi-
vidual style.

Some difficulty was experienced in applying the iterative training
procedure to the measurement vectors corresponding to excerpts from
the Haydn/Mozart composer pair, in that the weight vector did not, at
first, converge. Since the convergence of the classification algorithm is
an all-or-nothing affair, and since it was not known in advance
whether or not the measurement vectors were in fact linearly separa-
ble, a method was needed for guiding the classification algorithm so
that needless computation could be avoided, and so that intermediate
successes could be achieved.

An essential feature of the training procedure is that the conditions
for convergence are not affected by the order in which the measure-
ment vectors are presented. Taking note of this, a subset of the
measurement vectors is selected for which the training procedure will
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converge, and additional excerpts are added one at a time.” If the
training procedure does not converge after K iterations with a new
measurement vector, that vector is momentarily set aside and another
substituted. The process terminates when all of the measurement
vectors have been used to form a separating weight vector; otherwise,
at least a linearly separable subset of the measurement vectors will
have been determined.

In the event that all the measurement vectors are linearly separable,
it is natural to ask what is the smallest subset of the original measure-
ments actually needed to produce a separation of the excerpts into
classes. As suggested by Greenberg and Konheim, it seems reasonable
that the weights assigned to the various measurements by the weight
vector would give some indication of the relative importance of those
measurements. An obvious method of reducing the number of meas-
urements required would be to delete repeatedly the measurement
corresponding to the smallest weight, reconverging the weight vector
if necessary. The process would terminate when the weight vector
would no longer converge in a reasonable length of time. However, it
has been found that in practice this method does not yield a suffi
ciently compact subset of the original set of measurements. Appar-
ently, critical measurements tend to be discarded at an early stage,
and the elimination process terminates prematurely.

Several other methods for reducing the number of measurements
needed were tested experimentally. The particular method which was
found to give the smallest subset of the original measurements proved
to be identical to the method described in the above paragraph, with
the exception that the weight vector w is cleared to zero each time the
measurement set is reduced. Although this means retraining each time
from scratch, a more reliable estimate of the least important of the
remaining measurements is thereby obtained.

Assuming that a weight vector w can be found which will correctly
CI"‘SSHY all the given measurement vectors, it would be desirable to
determine the error rate for classifying new excerpts. This can be
done using the w:_-ight vector w to c]assify a number of new measure-
ment vectors of known classification, However, since musical ex-
CETpLs are expensive to code in large numbers, a random choice of

* In order to ensure that an excerpt which is difficult to classify will not be in-
cluded in the beginning stages of the process, the initial subset of the measure
ment vectors is selected hy taking those with the smallest coefficients resulting

from a test run of, say, 2,000 iterations,
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approximately 10 per cent of the sample excerpts was used to provide
an independent test, and the remaining go per cent were used for
training. The experiment was repeated several times with different
random choices for the independent test excerpts, and the results were
averaged to produce an estimate of the predictive power of the classi-
fication scheme.

From the above discussion it is evident that there are an infinite
number of weight vectors which will classify a given linearly separa-
ble set of measurement vectors, and that these can be ranked accord-
ing to their ability to correctly classify new patterns. However, the
question of finding the “best” weight vector in this clearly defined
sense is still a difficult unsolved problem.

As indicated in Part 2 of the Data Base appearing at the end of this
chapter, there are 78 excerpts, 29 of which are Haydn, 30 are Mozart,
and 19 are Beethoven. Approximately equal numbers of bars from
each composer are represented. The first experiment was to determine
the three weight vectors corresponding to the three composer pairs.
The convergence of the weight vector for classifying excerpts of the
first composer pair, Haydn/Mozart, came only after much computing,
but, as it turned out, the other two weight vectors converged readily.
Using a value of § = 10, the computer running times for determining
the weight vectors were 2o.0 min. for Haydn/Mozart, 1.6 min. for
Haydn /Beethoven, and 0.6 min. for Mozart/Beethoven. These times
confirm the previously known fact that Haydn's work is quite similar
to Mozart’s, The training process proceeded at a rate of approximately
1,000 iterations per minute, with the given numbers of excerpts, and
the maximum (75) number of measurements.

An estimate was made of the error rate on independent test data
using randomly chosen test excerpts, according to the procedure out-
lined in the preceding subsection. The resulting error rates were 51.8
per cent, 295 per cent, and 24.2 per cent, for the Haydn/Mozart,
Haydn/Beethoven, and Mozart/Beethoven composer pairs respec-
tively. These percentages are supported by the experimental values
given in Table XVI-13.

Note that in Table XVI-13, when the number of iterations required

" A very large value of # was found to result in an excessive use of computer
time. R. 0. Duda and H. Fossum, in “Pattern Classification by Iteratively Deter-
mined Linear and Plecewise Linear Discriminant Functions,” IEEE Transactions
ot Electronic Computers, Vol. EC-15 (1g966), 220, estimate that ¢ should be
near |x|®, where x is a typical pattern value, but that the exact value s not
critical,
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Table XVI-13. Classification error rates on independent test data

Haydn/Mozart Havdn/Beethoven Mozart, Beethoven
53 training exeerpts 43 training excerpls 44 training excerpts
6 test excerpts 5 test excerpts 3 test excerpts
No. of No. No. of Na. No. of No,
erations correct iterations  correct iterations  correct
21,221 fi 927 4 L 5
22,133 i 1,673 4 L2 4
19,876 3 B8 4 26 4
14,645 2 1,629 4 T2 1
09,832 2 1,452 1 T2 4
i 86T 1 s83 3 240 2
17,548 4 706 3 22 3
22,081 1 1,751 3 640 4
15,700 4 1,374 3 T4 ]
22,930 5 1,642 3 713 3
12,244 I 2024 a 704 ]
11,634 2 1,749 2 a0y 4
17,212 3 1,441 3 530 4
16,757 3 1,742 3 743 3
12,236 2 1,765 4 706 3
7,936 3 1,084 3 533 4
16,627 2 1,370 1 561 i
11,024 2 1.6 { 447 z
17,827 2 2,080 5 417 i

to generate the weight vector is small, the number of test samples
correctly identified also tends to be small.

The qualitative characteristics of experiments of this kind are aptly
summed up by Duda and Fossum: “When . . . the training patterns
were linearly separable, convergence was achieved, When the training
patterns were not linearly separable, the error rate for the training
data dropped rapidly at first and eventually Huetuated about somé
limiting value. The error rate for testing data stabilized at a higher
limiting value considerably sooner, the difference between the per-
formance on training and testing data decreasing as the number of
training patterns was increased,” ™

Using the method described in the preceding paragraphs, it was
possible to reduce substantially the number of pitch-structure meas-
urements required for classifying the music excerpts by composer. For

®R. 0. Duda and H, Fossum, ap. cit.
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mstance, it was found that to produce a separation of the Haydn/Bee-
thoven excerpts, duration values for only 16 pitch structures were
required. Similarly, the number of pitch-structure measurements re-
quired to separate the Mozart/Beethoven excerpts was reduced to 18.
However, the Haydn/Mozart excerpts provided a problem at first,
since the weight vectors required were initially produced at the rate of
only one every 20 minutes. However, it was noticed that for both the
Haydn/Beethoven and the Mozart/Beethoven pairs, the pitch struc-
tures finally remaining had been among the highest ranking 50 per
cent of those in the corresponding weight vectors determined using all
the measurements. This fact suggested a short-cut procedure by which
the 40 per cent of the pitch structures in the originally determined
weight vector having the lowest wcjghts could be eliminated im-
I-'Ht‘dl'ﬂtt]}'- Thus it was p{:-ssihic to run the measurement-elimination
program for the Haydn/Mozart composer pair, which eventually termi-
nated with only 22 measurements remaining. The reduced
pitch-structure sets which are sufficient to distinguish the music ex-
cerpts by composer are given below in Table XVI-14.

In conclusion it is most encouraging to note that convergence was
achieved in each of the three cases, and that the convergence could be
maintained using only a relatively small fraction of the available
mumber of measurements. The relatively poor error rates on independ-
ent data can be attributed to the relatively small number of samples
available for excerpts having so much variability, and are typical for
this kind of experiment in which iteratively determined weight vectors
are used for classifying patterns not contained in the training set.
However, the 52 per cent error rate given for the Haydn/Mozart
composer pair on independent test data reflects a real difficulty in
distinguishing between the styles of this particular pair of composers.
The main reason for this difficulty stems from the fact that the two
tomposers in question were contemporaries, and borrowed freely from
each other's work. Additional uncertainty may have been introduced
by the fact that some of the excerpts have been arranged for piano by
secondary composers. The lower error rates for the other two com-
Poser pairs suggest that the weight vectors computed are of some
limited value for the machine recognition of the composer of a test
excerpt,

It has been demonstrated how various nontrivial parameters of a
music score (chord type. root, inversion, key, modulation, and so on)
can be extracted by a computer from basic pitch and duration data. It
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Table XVI-14. Reduced piteh-structure sets sufficient to classify the Sonata
excerpts of Haydn, Mozart, and Beethoven

Haydn/Mozart Hayidn/Beethoven Mozart/ Beethoven
Pitch Hign of Piteh Sign of Pitch Sign of
structure  weight structure  weight structure  weight
0113 = 01 + 0511 -
0023 = 1111 + 1111 T
0141 — 451 - 0043 T
0443 & 0045 + 0225 =
0423 + 1125 + 0443 =
(k261 =+ 0103 = el -
0231 = 0141 - 0311 +
0101 + 0423 - 0111 T
0225 - 0151 - (451 =
0151 i 0205 + 0305 -
0125 T 0101 - 0151 -
0421 = 0305 - 0251 -
0031 =+ 0421 + 0231 s
0251 = o113 - 0023 4
0107 - 0511 - 0211 =
(1455 e 0261 - 0061 +
1113 - 0005 -
0115 + 0425 -
13 -
0055 +
1133 -
1145 -

has also been shown how measurements of one of the simpler of these,
pitch structures, can be used as a basis for differentiating between two
or more musical styles, The basic techniques for discriminating be-
tween similar styles using a computer might be refined in two ways
First, techniques might be developed for coding additional parameters
such as rhythm and form, a wider range of musical features could be
used to represent the excerpts, and some of the existing parameters,
such as pitch structures, might be extended to higher order to repre-
sent, for example, chord progressions. Second, the classification or
processor algorithm might be improved, possibly by employing some
of the more promising methods based on statistical decision theory.
Were a high order of success eventually achieved in the direction of
style recognition by computer, we would expect, through a detailed
knowledge of the methods and weights employed by the machine, to
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have gained insight into some of the essential d[:ilinguiﬁhing features
of individual musical styles,

DATA BASE

Part 1
Excerpi Composer and composition

1,23 Brahms, I'nfermezzo in A minor, Op. 116, No. 2, Move-
ments 1, 2, 3.

4,5, 6 Brahms, Intermezzo in E flat major, Op. 117, No. 1,
Movements 1, 2, 3.

i Brahms, I'ntermezzo in E minor, Op. 116, No. 5.

8,9, 10 Brahms, Capriecio in G minor, Op. 116, No. 3, Move-
ments 1, 2. 3.

11,12, 13, 14, 15 Bartdk, Ten Easy Piano Pieces, V,

16 Barték, T'en Easy Piano Pieces, V1L,

Part 2
Ezrcerpi Haydn Sonalas

1 Sonata in I} major (Peters), No, 7, Mvt. 1

2 Op 31, No. 4, Mvi. 1

d Sonatina No, 6, Mvt. 2, from Six Sonatinas for Piano
{(3chott & Co.)

4 Op 31, No. 2, Myt. 2

LB T Sonata in C major (Peters), No. 24, Mvt. 2

L Sonata in E major (Schirmer), No. 17, Mvt. 1, 3

10, 11 Sonata in E flat major (Peters), No. 26, Mvt. 1

12,13, 14 Sonata in B flat major (Peters), No. 27, Mvt. 2

15 Sonata in C major (Peters), No. 43, Mvt. 1

L Sonata in B minor (Peters), No. 30, Mvt. 3

17 Sonata in D major (Peters), No. 28, Mwyt. 2

18, 19, 20, 21,22 23  Sonata in G major {Schirmer), No. 11, Mvt. 1, 3

24, 25, 26 SBonata in E major (Peters), No. 30, Mvt. 3

27,24 Sonuta in E flat major (Peters}, No. 35, Mvt. 1

0 Sonata in F major (Bchirmer), No. 20, Mvt. 3

Excerpt Mozart Sonalas

0, 31, 32 Sonata in A major (K. 300, 3rd Movement

i, 34 Bonata in C major (K. 254%), 15t Movement

5, 36, 37, 38, 30 £1 in C, Movements 1, 3, 4

40, 41, 42 #2 in A, Movements 1, 3, 4

3 #3 in D, Movement 1

Y, 45 #4 in B flat, Movements 1, 3

4 #0 in F, Movement 1

7, 48 #6 in C, Movements 1, 3

{From a set arranged by an unknown composer from
K. 430 trios for 2 basset horns and bassoon)

19, 50 Sonata in B flat major (K. Anh. 136), 1st Mvt.

ol, 52, 53 Sonata in D major (K. 284¢), 1a3t & 2nd Movements




Excerpl
60
il
62
i3, 64, 65
66, 67
68, 69, 70, 71

=
=]
23

=1 =1 =] =]

e |
b |
oo

Excerpt
1,2, 845

]
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Sonata in C major (K. 545), 3rd Movement
Sonata in G major (K. 188%), 2nd Movement
Sonata in C major (K. 300, 1st Movement
Sonata in E Aot major (K. 189), 1st & 3rd Mvis.
{ Koechel numbers from the 6th Edition [1964])

Beethoven Sonatas
Op. 13, Myt 2
Op: 22, Mvt, 1
Op. 10, No. 2, Mvt. 3
'ﬂ]'l_ 10, No. 3. Mvt. 1
Op. 14, No. 1, Mvt. 1
Op. 27, No. 1, 1st, 6ith, and Sth sections
(Andante, Allegro vivace, and Presto)
Op. 26, Mvt. 3
Op. 57, Myt 2
Op. 14, No. 2, Mvt, 2
Op. 49, No. 1, Mvt. |

Part 3

Composer and composition
1;:'1-"”'-'i-f"3"k_\'- L., Moveme F!.'H__T-r.lr Piano and Orchestra (1958
1959 London, Hun;.n:*:.' & Hawkes ¢ 1960, Miniature
seare (20 pp.) 10 min,, Mvt. 1. 1L IIL IV, and ¥V
(eomplete)

Maozart, W. A, Symphony No. 41 (K. 551), Movement |
Development Section, Bars 133-161,

Bach, J. 8., Chorale No. 178
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Toward a Comprehensive
French Chanson Catalog

by BARTON HUDSON

A few years ago, during an attempt to locate sources for the
chansons of several fifteenth-century composers, it was impressed
upon me how difficult an undertaking this can be. One must rely
chiefly either upon published inventories of individual sources or upon
the laborious process of personal examination of many manuscripts
and early prints. ( Editions of music and chance references also pro-
vide some help.) In the former case one is confronted by widely
varying degrees of completeness and aecuracy, ranging from a simple
listing of titles and composers to detailed listings of concordances,
musical incipits, and textual sources. After constructing as complete
an enumeration of sources of a group of pieces as possible through this
method, one then turns to the sources lacking published inventories.
Assuming the availability of manuscripts and prints, on microfilm or
otherwise, this is not too terribly difficult, so long as composer or text,
or both, are given, though one does need elaborate files with cross
indices, which are time-consuming to construct and to use.

But suppose that only a textual incipit is given. The presence of the
text of a known piece is no reliable indication of a concordance with
that piece. It may be a different setting of the same text, or even of a
different text that begins in the same way. Or it may be a reworking of
an original piece throngh addition or substitution of voices. On the
other hand, a piece may oceur in the disguise of a contrafactum, with
a translation of text, or with no text at all. In the final analysis, the
only reliable way to discover all concordances for a given piece is
through comparison of musical incipits of each voice of the piece
under study with each piece in every source that contains works of the
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repertory. Discovery of all concordances for even a relatively small
repertory of one hundred pieces can be a formidable untertaking.

Is there no easier way to approach the problem? Perhaps not, but
there is a means whereby the task can be accomplished with a high
degree of completeness once and for all. Suppose that incipits of each
voice of every chanson in every source were indexed in a very large
file provided with a system for locating any melodic contour. Then it
would be a relatively simple matter to look up each of the one
hundred pieces and find complete information. But if all existing
chansons were already in a file, would it not be possible to compare
each with all the others and tabulate chosen items of information
concerning each separate piece and make the results available? Only
if a highly efficient means of making all the comparisons, tabulations,
and cross indices could be found. The computer is the obvious answer.
And it is my hope, by this means, to produce such a catalog for the
entire literature of polyphonic French chansons from its beginning in
the thirteenth century up to about 1520,

What must such a catalog contain? As presently envisioned it will
include the following divisions:

A. A complete listing of all manuscript and printed sources (some
three hundred of them ) containing pieces from this repertory. After
each should appear a list of the relevant pieces contained in it,
identified by numbers keyed to the listing deseribed under B below.

B. An alphabetized list of all the separate pieces is needed, num-
bered in sequence, with cross entries for those pieces with different
texts in one or more voices and for contrafacta.

(1) Musical iﬂt‘ipitﬁ given in some easily df'ciphered form are re-
quired. Ideally, this would be actual music notation on staff
lines, provided computer hardware is available in time. Other-
wise an acceptable equivalent using only symbals available
on the computer printer must be used. Several systems are
already in existence,

(2) Under each piece should appear a list of the sources, with a
folio or page number, in which the piece occurs, identified by
sigla keyed to the list of sources described under A above.

(3) For each source there should appear such other information
a5 composer ascription and text incipit (or lack of either),
any verbal canons, indication of missing voices if the source
is defective, and an indication of the amount of text given in
each voice (whether full text, textual incipit, or no text).
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C. A melodic index, described below, is needed, whereby any de-
sired melodic contour may be easily located.

D. A composer index should be included, with all necessary var-
iants of each name cross-indexed, facilitﬁting the location of any work
ascribed to a given composer.

To further clarify, we may show some examples of what the entries
in each section would look like. It should be understood that no claim
is made for completeness or accuracy, though the examples are not
fabricated. They have been constructed manually for purposes of
illustration only,

A typical entry in the listing of sources would look as follows:

Fiiz Florence, Biblioteca Nazionale Centrale, Magl. XIX. 112.
(Nos. 141, 657, 876, 2026, 2085, 2270, 2310, 2407, 2415,
2419, 2633, 2687, 3380, 3818, 3853, 4017, 4493)

Four examples, including three related pieces, may show the format
envisioned and some uses for the catalog (see Examples XVII-,
XVII-2, XVII-3, XVII-4),

Ezample XV1I-1.
185. Bergerette savoyenne

L,
-l +
— = T it
S H =
&
2,
E S = ===
|
L E | | 1 1§
LN
r T ~
1
e L ot !
4,
. ¥ 1
I 1
FI07 £ 19v-20r Anon, Biageretla savoiana. i-i-i-i.
Odh ff. 12v-13r Josquin. Bergerette savoyene. i--i-i, :
seg . 122r-122v Josquin du pres. Bergironetfe savosientie. ';-!-_x-.x.
8G ff. 128v-120r Josquin du pres. Verginoretle savosienne. i-i-1-i.
Dij fi. 6v-Tr Hayne.  De tous biens. t-i-i.
F121 ff. 24v-25r Anon. De tug bem plaine. 1-x-x.

F178 fi, 34v-35r Hayne. De tous bem playne. 1-x-x.
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Ezample XVII-2.
619. De tous biens plaine

1,
— b 2!
e
® 1 ! L | 1
z,
iy i | ! —
]
a,
i . e
T =
FR ff. 13v-14r Anon. De tous Inens. t-x-x.
Cop ff. Gv-fir Anon, De tous nens, t-i-x.
Cord ff. 25v-26r Anon. De tous bien plaine. t-i-i,
Lab ff. G2v-63r Anon, D¢ tous biens, t-i-i.
L3 ff. 40v-41r Anon, D tous en plane. i-x-i.
MC f. By Anon. Textless. x-x-x.
Mell fl. 42v-43r Heyne. Dre tous bien. Ct is incomplete. t-i-i.
Fl ff. 105v-106r Anon. De tous lens esf. t-i-i.
Pav ff. 34 his v-35r Hevne. De tous bens. t-i-x.
Per ff, 70v-T1r Anon. De tous ens plains est. i-i-1.
Q16 ff. 118v-119r Anon, De tous biens plen. i-i-i.
Rl ff. B6v-67r Haine, De tous biens plaine. i-i-i,
Vm7?, vol. IT1, no. 16 Anon, D¢ tous biens. C only, i
Ezxample XV11-5.
620. De tous biens plaine
1,
1 *
i — —
z,
-
_5%1 e
g,
— —
T 1 t L +=—1 =
1 T T T o
Glar  pp. 452-453 Jodocus Pratensis. De tous bien playne. Ct canon:
Fugs ad minimam, x-x-x,
Odh ff, 102v-103r Index; Josquin. De fous biens playne. Ct canon: Petrus

et Joannes current In puncto. i-i-i.
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Example XVII-4.
621, Textless,

1,
Wl T
T,
T y . —Y
‘ T } H—+} + ——
A =
a,
I .
EW"J_*I
% 1
r | o 5 =i 2
- r
|
L
o - 7' I
y
J | P |
- b
QI5  ff. 51v-52r Anon. Textless, x-x-x-x.

Provided all the necessary data are given the computer, it should be
possible to provide a similar listing of sources for every existing piece.
And in many cases there should be found concordances not heretofore
known

We turn now to the melodic index. Some means must be found to
locate any melodic contour one may want to idemif}r‘- A system like
that of Barlow and Morganstern ' immediately comes to mind. Here
melodies are represented in letters transposed to the Key of C. There
are several objections, however. For one thing, in music of the early
sixteenth century and before, it is at best anachronistic to speak of
music in a particular key. Thus transposition to another “key” is likely
to lead to difficulty. In addition, chromatic alterations and repeated
notes are carefully accounted for, and, as we shall see, this can pose
| serious problems for this particular repertory. Conceivably a system

in‘-'ﬂh’ing the letter names of the notes of a melody could be used. But
this would make no allowance for possible transpositions. A method
such as that proposed by Nanie Bridgman * seems much more useful.
Here the first note of a voice P;]rt is rEPIT.‘S(‘-ﬂtEd ]:r",’ zero. After this the

' Harold Barlow and Sam Morganstern, A Dictionary of Musical Themes, New
?Urk, C";.erl 19‘4“51 A f,‘.]‘!‘f]']‘!.lﬂ(.lf!lr “j' Viooal Thi"r"b"-’g, New Y-I:Irk,, Crnwn, 1g50. ;

*“L'Etablissement d'un catalogue par incipit musicaux,” Musica ﬂl&*cfp.rim:l..i'f'
{1950), pp. 65-68. See further in N. Bridgman, “Nouvelle visite aux incipit
i musicanx,” Acta Musicologica, XXXIII (1g61), pp. 193-196.
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intervals are represented by 2 for seconds, 3 for thirds, and so on. A
plus sign denotes an ascending interval, minus a descending one. No
distinction is made between major, minor, augmented, and diminished
intervals, as this becomes involved with the appearance or nonappear-
ance of accidentals, and no consistency in this respect can be expected
during the period. Nor are repeated notes taken into account, since a
longer note in one source is often matched by two or more shorter
ones in another. Mme. Bridgman quotes the following example (see
Example XVIl-5) * pointed out in & much earlier article by O. Koller."

Example XV1I-5.
Trent 89, I. 420 and Paris, Bibl, Nat., ms. fr. 15123, f. 156,

el

el L 1

Florence, Tiihl, Naz., Mag]. XIX. 5. . 61.
i

Such instances are common. Through ignoring accidentals and re-
peated notes, the difficulty due to many minor nonessential variants is
avoided. Thus the superius of Bergerette savoyenne would be repre-
sented as shown in example XVII-6 (I prefer to regard the initial zero
as understood ).

Example XVII-g,

%ﬁi_* et

O
+2 42 -2 -2 -2 -2 +2 45 -2 +2

Each incipit consists of the first ten pitch changes (not the first ten
notes ), so that their numerical representation consists of ten numerals.
If, then, each incipit is represented by a number sequence in an
ordered listing keved to the alphabetic listing, it would be possible to
locate the beginning of any voice of any piece. This can be useful, for
instance, in discovering borrowed material, the identity of melodies

3 "L'Ela.'hliﬂr:ment," p. B7.

* “Die beste Methode, Volks- und mlksmiisﬁjgr Lieder nach ihrer melodischen
Beschaffenheit lexikalisch zu ordnen,” Sammelbdnde der Internationalen Musik-
gesellschaft, TV {1g02-1903), P 4
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with different texts, and the sources of unidentified cantus firmi. A
similar procedure, for instance, enabled me to identify the cantus
firmus of a Kyrie and Gloria in a manuscript at Annaberg ® as the
Bergerette savoyenne superius, and thereby discover that they belong
to Brumel's Mass based upon it.

The melodic index will be arranged like the following example,
which is a complete finding index for the four examples cited in Fig-
ures XVII-1-4.

}

+2 =2 -2 -2 -2 42 42 42 42 18502, 3)
+2 -2 -2 -2 -2 42 45 =2 <42 185(1)
+2 -3 +3 42 42 -5 +5 —3 +3 620(3)
+2 -3 =2 44 -2 -2 —2 42 =2 I85(4)

|
L LR S U S O]

=4 =3 =3 —2 —2 =0 42 -2 =2 =1 6%

=& =2 =2 -2 -2 -2 42 43 -2 -2 G2

=2 -2 -2 44 -2 42 +2 +2 =2 =2 619(1), 620(1)

13 =2 =2 43 43 42 42 —2 —3 42 619(2), 620(2), 621(1)
=& b8 4 R I =8 =2 =7 —2 84

8 —4 42 43 -2 -3 -2 +2 +4 -5 619(3)

Note that the superius of the textless piece of Bologna (18 is
correctly identified as the tenor of De tous biens plaine."

It may be objected that this system ignores a very important ele-
ment: rhythm, This is true. And when it is not taken into account,
there will be times when the same number sequence can represent
two very different melodies, which will then be made to look like an
identity. Nevertheless, a system which took rhythm into account
would be cumbersome to use, and the number of misleading instances
will be small, Moreover, the accompanying voices provide a check.

Certain problems arise which require special programming provi-
sions to assure a match between incipits of two sources of a piece
which contain minor variants. It is not our purpose to describe in
detail the program to be used, but it may be of some value to call
attention to some of the procedures which must be incorporated into
it,

To begin with, the musical incipits are encoded in linear representa-

* Annaberg (Erzgeb.), Kirchenbibliothek, Ms. 1284 (olim Mus. Ms. 2), pp. 6o-
e 8

"It must be admitted that the piece actually occnrs with the “"—"fdlﬁ De tous
bien plen. This harmless falsification was perpetrated here only to point R t!m
possibilities for finding other instances of borrowing which are less easily dis-
tovered, =
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tion using the Digital Alternate Representation of Music Symbols
(DARMS—also known as the ‘ord-Columbia Representation ), devel-
oped by President Stefan Bauer-Mengelberg of the Mannes School of
Music. Since a detailed description of this system presumably will
soon be available, there is no need to go into it here. Let us merely
remark that it is sufficiently powerful to describe the musical notation
as it appears so that the score could be reproduced from it if desired.

Once the incipits are introduced and certain abbreviations are
expanded to complete form, the computer derives from them se-
quences of numbers representing melodic motion, which we shall call
pitch positions. These are not the same as intervals, as shown in
Example XVII-=,

Ezample XVi/I-7,
Pierre de Ia Rue, Pour ung jamais, hassus,

s e

Ir_lt.er'l.'uhzl +2 -3 +2 -2 -2 45 +2 .3 -2 42
Fiteh positions: 41 =3 1 -1 -1 +4 4 -1 -1 #

Each of the pitch positions represents the interval from the begin-
ning pitch, 2 for a second. 3 for a third, and so on. The plus sign
indicates that the pitch is higher than the beginning pitch; minus, a
lower pitch.

This has important practical applications in discovering matches
when there are mingr melodic variants, Suppose, for instance, that one
source has a leap while another has the interval filled in with scale-
wise motion, as in Example XVI1-8.

Ezample XVI]-8.
A, B.

1l & I i

+3 +] +1 +1 {=+3)

When the computer compares the interval at A with the first at B it
will not find a match. It can then be instructed to compare it with the

XII Editor's note: The Baver-Mengelberg system is described briefly in Chapter
¥y 3 ;
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next note; again no match is found. But when the next note at B is
considered, it will be recognized that it forms the same interval with
the starting pitch as at A. If the two melodic incipits agree in other
respects, the computer may tentatively assume that the two are the
same melody with only a minor variant.

This procedure will be particularly useful in cases like that shown
in Example XVII-g, which occur frequently in music of the period
around 1500,

F:.mmpq'g XVl

A
— -
e - S 1 -

| -1 =1 +2 = =1)
I

-1 -1 +1 {= -1)

The computer will easily recognize that the first three notes and the
last of each melodic fragment are identical, while in A one additional
pitch has been inserted.

This method would circumvent another type of variant which oc-
curs occasionally, shown in Example XVII-10.

Example XV I1-10,

= s e

— - 1

-2 -6 -3 -4 -8

?

e -

-2 -3 -4 =3

This procedure will also make matches despite scribal errors in the
sources and the inevitable encoding mistakes, provided, of course, that
they are not too serious. On the other hand, it is quite probable that
fortuitous matches will be found where none actually exist. This
should not be serious, however, as there are always the other voices to
use as checks, If the upper voices of two pieces are made to match
only through this kind of manipulation, it may be assumed that the
two are the same, with only minor variants, only if the lower voices of
each match,
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A second problem concerns the choice of pieces to be encoded.
Obviously those with French texts. But if part of the problem is to
identify as many pieces with texts other than an original French one,
other incipits must be included as well, For instance, Caron’s Tanto
Fafano is actually the same as Le desporvue infortuné. The Cent mille
escus ascribed to both Busnois and Caron also appears as Cento mille
escute. Most of the motets of Walter Frye turn out to be contrafacta of
his own chansons. Myn hertis lust also occurs as Grant temps and
Beata es; So ys emprentid as Pour une suis desconfortée, Soyez
aprantiz, and Sancta Maria succurre.® Clearly much material must be
taken into account which is only suspected to be related to the
chanson repertory. However, if pieces are included which are not
shown to be disguised chansons, false impressions will be ereated, and
irrelevant and incomplete information will creep in. The solution is to
tag the data for each piece with a text in a language other than
French. If no match with a French piece occurs, a tagged piece can
then be deleted. This still leaves textless pieces. The procedure will be
to include them without the tag unless they are ol:-riuus]}' of another
repertory.

At one point it was seriously considered whether ligatures should be
encoded as such, or whether representation as single notes would be
sufficient. The latter course has been followed. While ligatures may
indeed be of interest to the scholar, their appearance in the sources is
far from consistent, and their inclusion would lead to an unacceptably
cumbersome catalog in most cases, On the other hand, chansons of the
thirteenth century, for example those of Adam de la Halle, are written
in pre-Franconian notation, Here the ligatures are so important that
they cannot be omitted.

The best method of dissemination of information contained in a
catalog such as that described here s still an open question. 1 have
assumed that it should be published in traditional book form, so that it
can be perused at leisure. The cost of publication need not be prohibi-
tive. If a high quality computerized music printer is achieved, and
practical devices of this nature are currently under development, then
the computer output should be ready for offset printing, requiring
only minor touch-up. The expense of typesetting would be eliminated.

There is another possibility, however, which should not be over-
looked, at least in the future. This is the storage of the completed

“Sylvia W. Kenney, Walter Frye and the Contenance Angloise, New Haven
and London, Yale University Press, 1964, p. 6B4.
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catalog on tape at a central location so that anyone needing informa-
tion could have access to it. Presumably university computer centers
will be interconnected by telephone lines within a few years, enabling
a scholar to request information of computer A at his local installation.
Computer A will then contact computer B at the information center,
perhaps hundreds of miles away. The requested material is quickly
found and relayed to computer A, which immediately prints it out for
the scholar’s use. Whether browsin g by telephone, via computer, will
replace browsing in a book in an office or library remains to be seen.
Very much more elaborate information retrieval systems are seriously
anticipated within a few decades, systems which would render librar-
ies as we know them obsolete.* )

The comprehensive index and concordance described here is a vast
project which will require considerable time for completion. It is,
however, quite unlikel}' that it will be more time-consuming than an
exhaustive inventory of two or three large manuscripts. And if done
successfully, only occasional corrections or refinements should be
required in the future. Moreover, the experience derived from it and
other similar ones currently in progress should serve as models and
springboards for similar, or even more extensive, treatment of other
Tepertories. Complete bibliographical control of source materials is
now a possibility. The scholar can be relieved of much of the tedious
work that is merely preparatory to his main problem.

g;l C. R Licklider, Libiraries of the Future, Camhr[dge, Mass,, M.LT. Press,
156,
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Transcription of Tablature
to Standard Notation

by W. EARLE HULTBERG

Research conducted over a span of several vears indicates that as
yet only a relatively small portion of Spanish Renaissance musical
literature has been brought to light. Despite the many contributions of
highly qualified scholars. significant gaps still exist in the knowledge
of this repertoire. In its original form, much of the material is written
in sixteenth century notation; a considerable amount, particularly that
for keyboard, lute, or vihuela, appears in various kinds of tablatures.

Among Spanish composers of this period, Antonio de Cabezin “
one of the most prominent. The collected works. published in 1575
Were set in tablature by his son, Hernando de Cabezén, and many of
Cabezén's compositions are available today in editions suitable for
performance or study, The long-range goal of the present project is to
make available for these purposes much more of the repertoire of the
Spanish Renaissance.

A microfilm of Cabezin's collected works as published by his son
was obtained at the Escorial Library near Madrid, Spain. Most of the
works are original compositions of Antonio de Cabezon; several, how-
ever, are glossed settings by Cabezén of works by other writers such
as Hernando de Cabezan Josquin, and Verdelot.!

Cabezin works were selected for the project because they offer
ample opportunity to solve various problems of transcription typical of
tablature from this period. Two to six voices are used; hexachord
orientations are indicated at the beginning of most pieces. Time

' Obras de Musica para Tecla, Arpa y Vihuela, de Antonio de Cabecin, Musico

de la Camarg ¥ Capilla del Bey Dan Philippe nuestro Sefior, Recopiladas
¥ puestas en Cifra por Hernandg de Cabeedn, su hijo.
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a

signatures are usually either 2 or 1 note values range from whole to
sisteenths. Whenever the mI;IPUSFT deems them necessary, rhythmic
values which apply ordinarily to the most active voice are assigned
above the appropriate pitch designations.

The research project * has attempted to develop processes designed
to transeribe to standard notation, through utilization of the capabili-
ties of computer programming, tablatures of the type used by Ca-
bezin and other writers contemporaneous with him. It is hoped that
similar processes will be developed which will aid in the transeription
of other tablatures,

The focus, intent, and purposes of the project are first, to develop
dppropriate programs designed to transfer tablature to the Ford-Cal-
umbia music representation, and second to encode in Ford-Columbia
representation by this process a large, representative body of material.
The -'l‘r'iii]:-ll.uilit}' of this data offers several further possibilities, as
noted,

(4} A printout eventually can be made of the music in transcription
to standard notation using the PHOTON process developed by the
Ford-Columbia project.

(b) Because the Ford-Columbia representation is in essence the
complete musical score, analysis of the music from any of several
standpoints becomes possible through the use of additional programs.
For such purposes languages such as FORTRAN IV or SNOBOL 1V
have been found extremely helpful. Important comparisons can be
made on 5 large scale between the theory and practices of any given
period or styles.

(e} Accurate, detailed indexing and comparisons of large numbers
of incipits, glosses and other embellishments, and cadence formulae
tome within the realm of possibility. As part of the present project, a
tomplete thematic index in Ford-Columbia representation of Ca-
bezin's works has been included.

A third purpose of the project is to establish bases for the dt"r'(‘l':'—'P-
ment of additional computer programs which will in turn provide
TEans to transcribe other types of keyboard, lute, and vihuela tabla-
ture to standard notation via intermediate languages.

ES”]’I"‘:‘J’*EL‘ by a Grant-in-Aid from the Research Foundation of t:m..,ShTte
University of Naw York, the project has been developed at the State University
College at Potsdam, New York, with the assistance and ‘Z‘ﬂﬂ]""-’”l“ﬁ"“ ‘:E the Cm?'
Puter Science Department, Alan Stillman, Director, and John Short, Programmer.
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Thematic Index

A complete thematic index of Cabezon’s works has been prepared in
Ford-Columbia music representation. Pitch and duration codes have
been given for the first ten to twelve notes of each composition; in
each case the voice which seemed most appropriate has been selected
for encoding, Sharps, flats, and natura) signs have been included
wherever they appear in the original.

The index, an important reference source for the repertoire of the
Spanish sixteenth century, is part of the collection of computer-reada-
ble thematic indices currently being established.

Computer Programs

The computer programs developed as the principal part of this
project have as their primary objective the transference of a key-
punched form of Cabezén’s tablature to standard notation, Necessary
and pertinent procedures include the following,

(1) A linear, ke}'-pum-hud representation of the tablature in a
simple, intermediate input code is required. Basic data ( title, clefs,
signatures, number of voices) are stated at the beginning of each
composition. Rhythmic indications (W, H. Q. E, §) and signs for
sharp (#), flat {-), and natura] (*) are initially encoded as they appear
in Ford-Columbia representation, Pitch designations, ties, and meas-
ure bars are indicated in 4 manner similar to that in which they
appear in the tablature. In order to provide the necessary information
for each note, four Spaces are reserved on the encoding form to show:
Number, Range, Accidental, and Value. Thus, for example, F with the
value of a quarter note appears as: 1 (); a tied quarter note appears
as: , Q. Figure XVIII-1 shows bass and treble clef pitches as they are
designated by Cabezén, the intermediate input code, and Ford-Col-
umbia representation, Additional clefs are used when necessary.

(2) Computer Programs to transfer the intermediate input code
described above to F, ord-Columbia representation are necessary. The
programs (a) transfer each note and rest to the appropriate form in
Ford-Columbia representation ( pitch and duratign codes are in-
cluded); (b) align all vertical simultaneities; (¢) coalesce measure
bars; (d) indicate ties; (e) add al NECessary stems, showing direction
designated for various voices and staff position,

Figures XVIII-2, XVII I-3, XVIII-4, and XVIII-s, based on a short
homophonic piece selected from Cabezén’s works, demonstrate the
process outlined above,




Cabenén K'Y e SRR T e Lk e U TR A (e B NS R
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Istemediate code %P5 TR 18 1838 o 59 08 Y91 2 3 4 5 & T L 3 3

Ford-Columbia 6T BB 69 TO 71 Y2 VX Y4 75 TE TT TH T MO & 82 B3 84 45 8
-

Cabezdn 3 B & T Vo Hg §pogppep B

Intenediate code 5@ RO A e TR W N T Tl T

Ford-Calumbia 12 18 20 31 22 93 34 35 26 27 98 28 30 3

Figure XVIII-1. Bass and treble clef pitches as designated by Cabezén,
by intermediate input code, and by Ford-Columbia representation.

S N 5 o, O S

14: ra | __-‘l | ® i'F-H.
B¢ P el T

B g e LM 5 LR A
Fabords {eglido ronollano. S
A L  pa T

SER

b 1
¥

i

A
[~ -

L1
L]

aioa _ 4
F?fﬁ“—:‘"—"';ﬁ—ﬁig |3 ol

[= SR

Figure XVII1-2. Tablature in original form

LABELCN, FARDROON SEGUNDO TOND LLAND 14 Cin 00l
100 d1024 /1030 /10844 CAR 002
NG ITIE (KL= mPa2 CAR 003

018 Wi, la Hls H# 1s WF Is Hla HZ 2w Hy QL.WGS 2, Wi, WCAR Q1D

+ HZ. Ql. Q/ T €l 82. W v Cle GLa MY s HT H# 1. W# CABR 011
Hla Bf Lo MEe W¢ 7 W/ 8 Hy E% BF & WY WP . Q& D6 HCAB DLZ

HS BHY & W/ CAB OL3

I
!
L]

'
#M R HS W/ & H&E HZ & W/ & HE WS & M/ & Hls H? 5 QCAB 014
6 W 8 Wae W/ ., 9% @3 G4 GF S W 3 W/ R HE WS CAB O1S
LM WA 5 W % WF 3 WS WA s B% G2 K 3 W/ L WWES CAR Ol
30 W3 Wy 3 W3 HF 3 WP 3 H3 W/ % He @3 @/ 4 HE HCAR O0AT
i HE Ny 2 B3 €& W/ ¥ €1 G1L W/ 7 W 1 W/ R WY HCABR 018

f 3 M WE p WP L He WA CF L M2 WP 3 BEE H/ T M7 CAD D19

il Wiy Cap 020
AR WL Wy a3 Med WY A3 W/ B3 HEA HZ 2 W/ 2 WL WS, HCAB 02)
ERL T TR HF - 058 Q&3 WS 53 W/ 1@ Wi R H&E WS 4@ Wl HCAB D22
! OB WS 3 Wy &0 WSE W/ BE Wed WS 33 WP GX WM cag 023

Figure XVIIl-3. Intermediate input code

CABEION,FABORDON SEGUWDD TONC LLANT 1% Cie 0ol

1es T F k)= mz12 BHsRH R B 22HU s 19HD s TOHU, TTHD / 22HU . 20HD, T3HU, TSCAB
HE 23HU, 2OMD, TIHU , TSHD ¢ 22Wy 20N TRy TSN / 22HUy ZOHD, T9MU, TSHD 22HU,Z0HOCAR 003
TSHULTSHD 4 23HU1d y 20y BOHUL ¢ 7B 23GU.BOCU 220QU, THOU / 230U, Z0MDBOHU, TCAR 004
EHD RWMISL22M00, M1ML, TTHD # 24MU, 2200, 81KU, TTHD 2100 230U, 2000 B0HU TACAB 005
PO 220U 4 F10U, 19MD, THQU, TAMD ZZQUsTIOU 23U 20HOS BOHLI S T3HOJ / 230U, 2CAB 008
UR0BOgU s 7300, 230U, 1900, 790U, THEE 22KUJs 1TQE, TTHU, TSHD 1860 / 22WU, L9, TCAB 00T
BNo 1A% 21U f 22wy LTMsTTHs TOM # AHoRHoRHRH 22HU, Z0HD, THHU, TSHD / 22HU, ZCAB 008
CHOTRHU s TS0 220, 19HD TOHUS TTHD ¢ 21Mo190Ws TBWs T4N ¢ ZOHUS:ETW,TTHUL TSCAR 009
® 200U, TTCU 190U, TQU F 20U LTHD . TTHU, TSHD Z1HUJ, L9HDJs TAHU, T4HD / 21QUCAR  OL0
1300, 79U, TZH0 200U, LBGC 20KUJ, L6KELTSHUI TING / 20HUSLTH TeW 720 190HU CaB O3}

£ OO LS, T, A

Figure XVIII-4. Ford-Columbia representation
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Figure XVIIl-5. Score in standard notation

The process offers several advantages. First, because of its simplic-
ity, the intermediate input code provides a way for a person of limited
musical training to encode the tablature quickly and accurately; and
second, the initial encoder makes only basic decisions; most other
decisions are made by the program, Ad hoc decisions are made by the
researcher. Third, because of the several steps involved, the process
provides an automatie double-check of data validity; and fourth, with
modification, similar procedures can be applied to transcription prob-
lems involving other tablatures,

This project and the proposed development of future programs
demonstrate the valuable contributions the computer ean make to the
needs and demands of contemporary musicological research.
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A Test for Melodic Borrowings
among Notre Dame Organa Dupla

by THEODORE KARP

The fact that numerous melodic interrelationships, both large and
small, exist among Notre Dame organa dupla has been noted by many
stholars. The large correspondences are undoubtedly deliberate bor-
rowings. The small ones are probably no more than melodic formulae,
building blocks that together furnish an index of melodic style. An
intimate knowledge of both sorts of borrowings would help us achieve
d more precise understanding of Notre Dame melodic style. Tt would
also enable us to distinguish points of similarity and disparity between
this and other styles of the twelfth and early thirteenth centuries.
Lastly, such knowledge might shed considerable light on both har-
monie and rh}'thmic PI‘OIJIE'I'!'IS- A (_l{"“ph_'tﬂ command of this material
can be achieved through the use of the computer. Indeed, this author
has processed the entire repertoire toward this end.

In order to compile information on unsuspected borrowings as well
% on those partly identified by human means, a mechanical set of
tests was employed. In this set, the digits 2, 3, 4 represent ascending
intervals of a second, third, and fourth, while the digit 5 represents all
uscending intervals of a ffth or more. The digits 6-9 indicate the
descending counterparts of the aforementioned, while the digit 1
indicates a tonal repetition, The digit o signifies the end of a note
graph, whether ligature, conjunctura, or nota simplex. From the num-
bers 1-ggg T first deleted all those that, when translated into musical
®Quivalents, represented musical impossibilities. Then the decades
Tepresenting musical rarities were each consolidated into two-place
numbers, while those representing extremely common patterns wWere
expanded into either four or five places. In the end, the full series,
fepresenting all possible combinations of musical motion, comprised
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371 numbers. For the purposes contemplated, a more precise interval
code and test series actually would have presented serious musical
disadvantages. In addition, great increases in both programming com-
plexity and running costs would have resulted.

The dupla were encoded according to the principles just outlined,
the first card of each series indicating source, title, and approximate
length. Proceeding interval by interval, the machine searched the first
piece for the presence of the first test configuration, and then, by
means of a do-loop, moved through the succeeding tests of the series.
The entire repertoire was processed in this fashion, one work at a
time. In all, more than 100,000 citations were located for the 371
configurations,

When a test pattern was unearthed, the computer was directed to
perform several operations, The title of the piece, source, and exact lo-
cation of the configuration were noted, together with the 10 preceding
and the 10 ful]uwing digits. Merely as a by-product, this information
was made available through a printout which fumishes gz summary
of the melodic content of each piece. Since a search for a cadential
pattem involves a note-by-note comparison proceeding backwards
from the final tone, the 10 digits preceding the configuration were re-
versed in order. For reasons of handIing speed, the reversed series
as well as the normal series following the configuration were then
each consolidated into one 10-place number—the maximum number
of places possible—and all pertinent information was put onto a
pair of tape records that varied only slightly in order and content.
At the end of the testing procedure the tape was put through a
r]-lree~way sorting process. First the duplicate pairs were sepamtt"lf
so that one might concentrate either on the melodic context preceding
the configuration or on that fnllm\'ing. Then each resultant series was
sorted Elcmrding to the configuration being tested. Lastly, within each
configuration, the citations were :irrang-;-.d in numerical order. By
means of still a third program, the sorted material was made available
in a format spaced to facilitate rapid scansion.

Because the test configurations employed are themselves too small to
possess intrinsic musical value, the process described vields chaff as
well as wheat. Fortunately, the two can be scpamtrcd with little
expenditure of time. Imnmdiateiy above and below each citation there
appear, in spaced alignment, those passages that resemble it most
closely, either in terms of the context that p.recﬂdns the test configura-
tion or in terms of the context that follows, If, in scanning consecutive
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entries, one finds differences in the first two columns of sorted figures,
the likelihood of significant musical resemblance is almost nil. The
danger of overlooking even this slight possibility is further reduced in
that all significant resemblances are cited more than once. The pres-
ence of weak resemblances may be revealed only in the strongest of
their citations. As the columns of identical figures increase so does the
likelihood of significant musical resemblance. Indeed, the fashion in
which certain formulae are capable of varied extension is illustrated
with a high degree of graphic clarity. If one finds complete agreement
not only between the 10 columns of sorted digits and the 2-5 columns
of the test configuration, but also between successive digits of the
unsorted columns, then one may conclude the likelihood of extensive,
deliberate borrowing. This may be verified quickly by checking the
pieces involved with the aid of the precise citations that accompany.

If one is studying a given piece, it is possible to ascertain quickly
whether or not there exist passages of content similar to any specific
passage that may be of interest. All patterns are arranged in numerical
order, and one can proceed directly to the citations for the relevant
motion pattern. On the other hand, it is also possible to work in the
Upposite sense, by scanning the figures to find out where significant
resemblances oecur and then returning to the music to observe the
Way in which these borrowings are treated. In either case certain
tautions must be observed. It is possible for a pattern to oceur in
varied interval forms. The presence of such variations will not be
indicated by the program. Foreknowledge of the possibility is required,
and a search among different related patterns must be instituted.
SimiIurl}*, a significant resemblance may occur in slightly different
fotational patterns. Again this will be revealed only by consulting
Appropriate notational variants. Modifications of the program—delet-
ing, for example, the notational o and adding rhythmic data—may be
“Ppropriate to the investigation of melodic borrowing in many other
Tepertnires,
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i CHAPTER XX

MIR—A Simple
Programming Language for

Musical Information Retrieval *

by MICHAEL KASSLER

There follows a description, in the form of a programmers’ manual,
of a special-purpose programming language called MIR—the acro-
nym of the phrase “musical information retrieval,” !

The MIR language was developed in early 1964 as part of a pilot
project concerned with experiencing how digital computers could
assist musicologists in answering internal-evidential questions about a
certain corpus of music—in this project, the Masses of Josquin des
Prez. To this end, the full score of each Mass {and of a few related
Pieces) was entered into computer-acceptable form by manual key-
punching according to a system of conventions that preserves all
internal-evidential information,® and an IBM-70g4 computer program

“ This article describes work done at the Department of Music, Princeton
University, on a project advised by Professors Arthur Mendel and Lewis Lock-
wood and supported in part by the National Science Foundation through an
institutional grant to Princeton University. The article forms part of the author'’s
Ph.D. dissertation (Princeton University, 1g67).

" An unspecialized deseription of MIR is given with some general remarks on
musical information retrieval in my article, “Toward Musical Information Re-
trieval,” in Perspectives of New Music, Vol. 4, no. 2 (Spring-Summer, 1066),
59-67,

*An incomplete list of these conventions is given in Alexander M. Jones and
Hubert 8. Howe, Jr. LM.L.: An Intermediary Musicel Language, {mimeo-
graphed ), Princeton, Princeton University Department of Music, 1g64. In prin-
ciple, all of these conventions could be followed by automatic machinery—most
likely, by an optical character-recognition machine that recognizes and discrimi-
nates amongst the “primitive symbols” of current common musical notation {smlm
aspects of such a machine are sketched in my article, “An Essay toward Specifi-
cation of a Music-reading Machine [in preparation],) and by a suitably pro-
grammed digital computer. (The Josquin Masses were keypunched frl?]‘l‘l. the
critical Vereniging voor Nederlandse Muziekgeschiedenis edition in which the
music is noted in the current common musical notation.)
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was written to convert the punched-card data, one movement at

time, to magnetic-tape data representative not only of the ongin

written music but of some sounded-musical properties computab
therefrom such as pitch and attack-time.’ The MIR language ws
fashioned so that any effectively computable music-theoretical prope
sitional function—i.e, any predicate whose truth-value is computahl
from the notes, rests, clefs, and other “primitive symbols” of musica
notation that in some order constitute one or another particular com
Position—could be represented as a MIR program. And the “software’
system to carry out automatically any MIR program—i.e., finite or-
dered set of MIR instructions—was designed for the 1BM-7094 com-
puter so that any Magnetic tape produced by the aforementioned
conversion program could serve gs input data to any MIR program.*

That the pilot project might achieve its principal purpose as soon as
possible, certain limitations of the “dialect” of the current common
musical notation in which the critical edition of the Josquin Masses is
noted were accepted as limitations of the entire project and therefore
became limitations of MIR. These limitations include not only trivial
thmshnlds—-e.g.. the allowance of triply dotted but not quadruply
dotted notes,” and the allowance of groupettes (e.g., duplets, triplets)
but not nested Eroupettes—but also the salient restriction that all
scores treated in the project exist in a lynear partition, ie., in a
Partition in which each part is a lyne.®

For the same reason, MIR was restrained from being as flexible as it
might have been, The writing of MIR as a “macro-language” of Far,

*Indeed, 5 linkage from the conversion pProgram to a version of the susic v
program (described in M. V, Matheye and Joan E. Miller, Music IV Program-
merc? Manual I:ur‘:nmgmphurr], Murray Hill, N.J.. Bell Telephone Laboratories:
F.I:‘:IFI in Godfrey Winham, The Reference Manual af Music 4B [mimeographed],
lrlm.:rtnrt, Princeton T.;‘nixt-r.l:j!}' Department of Music (nd.), in detail and in
M. v, Mathews, “The Digital Computer as a Musical Instrument,” Science, Vol,
142 [1_953]', 553-557, without detail) has been programmed by Tohias Robison.
s hnk?g" allows automatic generation of a sounded-musical realization of
8 composition from fhe Punched cards which represent only its written-musical
Properties. Although this realization is neutral with respect to timbre, Joudness,
and absolute tempo, and does not reproduce text, it has proved useful in “proof-
l'u_*fnng the contents of the punched cards,

'I.'hnls software” system has been written in BE Fap, the Bell Telephone Labo-
ratories” version of pap, by Tobias Robison with some help from Hubert
5. Howe, Jr., and me,

8 Tllroug]-mut this article, the word “note™ is used as a generic name for whole-
notes, half-notes, quarter-notes, ete,, and also for whole-rests, half-rests, quarter-
rests, efe,

* Roughly speaking, a part is 5 lyne if it is performable on an instrament that,
at any one time, can produce at mast one pitch,
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the ForrRaN Assembly Program, although providing the power to
intercalate FAP instructions at any place in a MIR program, rules out
some machine-independence; the setting of MIR's music-theoretical
. primitives at a level far more primitive than is realized customarily in
music-theoretical investigations requires the user who would manipu-
late (for example ) Neapolitan sixths to construct such a concept from
: the MIR primitives; * the readily conceivable extensions to permit as
part of a MIR program modification of the input data tape or “compo-
sition” of an output data tape have bever been implemenlﬂd."

MIR is, to the best of our knowledge, the only actualized special-
purpose programming language for the expression and evaluation of
music-theoretical pm]mﬁitj:mul functions. But to intimate that it soon
may be wiser to supersede MIR by a system in which Cunsidlr.'i'ahf}f
more advantage is taken of those aspects of musical data processing
that can be dc]{*gated to mu(-hincr}' than to improve MIR fragmentar-
ilyis merely to reflect recent advances in computer technology.”

MIR supplements Far essentially in two ways. MIR reserves a
virtual area of core storage: this consists of 36-bit computer words
named by symbolic addresses suggestive of the types of musical data
the computer words will store. And MIR includes instructions which
provide for the interrogation and alteration of data stored in computer
wards,

It is convenient though heterodox to view MIR instructions as direct
commands to a special machine that performs specific operations on
musical data,”” The most striking aspect of this hypothesized machine
is that its central memory can hold, at any one instant, data represen-

wm = =

"Of course, once such a concept is constructed in the form of a MIR sub-
routine, it may be recalled for use by its name alone, ie., without reconstruction.

*The capability to “compose” an output data tape in the same format as the
input data tape is essential to the implementation of a "derivational” nmsicgl
analysis: for each stage in a derivational analysis consists of production of a musi-
eal composition whose notes are computed from prc'vimls]}' pmducml COMposi-
tions by application of specific rules of analysis. Since several important traditiu.zml
systems of musical analysis can be reviewed as systems of derivational musical
analysis, this capability would be significant.

*The notion of delegation is taken from R. A. Fairthome, Towards Informa-
tion Retrieval, London, Butterworths, 1961. For a view of the possible effects of
this new technology—particularly the development of time-shared systems and
new graphical input-output devices—on libraries, see J. €. R. Licklider, Lilrar-
ies of the Fulure, Cambridge, Mass., The M.1.T. Press, 1965, .

¥ The proper view is that MIR instructions are data that the ForTrax Assembly
Program assembles into the machine language of some 1BM 7oo-series f?mputff
in accordance with the “macro-definitions™ that belong to the “software” system

mentiomed ahove,
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tative of at most one note. This note (or rest) is called the curren
note for that instant. Whenever a note of the composition being
processed is made the current note (by MIR instructions described
later), a whole set of data pertinent to that note and to the musical
interval between that note and the immediately previous current note
is stored automatically in the computer words reserved by MIR. The
contents of these computer words immediately after a note has been
made current are described next in tabular form: the left-hand column
gives the symbolic address of each computer word; the right-hand
column has a deseription of its contents,

Name of computer word Contents

LYNENS The number of the Iyne on which the current note is
located. { By convention, the topmost lyne in each system
of staves in a lynear Partition is numbered one, the nest
lower lyne is numbered two, and so on.)

MEASNG The number of the measure in which the current note
is located, (By convention, the leftmost measure in each
movement is numbered one.** The “dialect” of the
current common musical notation emplaved requires
that the ith measure in each part of a lynear partition
coincide with the ith measure of each other part of that
partition, for each positive integer i not greater than the
number of measures in the movement. )

NOTENG The number of the current note on its lyne within its
measure. (Counting is from left to right, starts with one
at the beginning of each new measure, and includes rests
as notes, )

"' The following conventions ire used: “@" designates the letter; "0 designates
the Arabic numeral; sequences of (just) Arabic munerals denote according to the
decimal system and are stored in computer words in the usual binary representa-
tion, right-justified with leading zetoes; sequences of six characters which are
capital Roman letters, the character “b" Lrepresenting a space), or a few other
signs (including Arabic numerals—hut at least one of the six characters must not
be an Arabic numeral), represent data stored in computer words according to the
standard binary-coded data representation which allows six bits for each charac-
ter,

¥1t is possible to have the measure counter reset to ome other than at the
beginning of a new movement if the keypunched musical data is marked by the
proper keypunched comment at the appropriate place,
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CURN This word contains the note index of the corrent note—

RECCL

NETECL

SEMITE

Dxe

TIEIND

BARLIN

a unique identifier of the place of the current note in the
composition being processed. CURN is provided for use
with the T@CURN instruction described below: the
exact bit structure need not be known for that applica-
tion and is not detailed here.

14 if the current note is a rest. Otherwise, the register-
class of the pitch represented by the current note, taking
instrument transposition into account. Following Young,™
Middle C through the next higher B (which may be
noted as Ca) are assigned to register-class 4, notes in
the next hl'gllvr octave are assigned to register-dﬂsﬁ 5
ete.

14 if the current note is a rest, Otherwise, the note-class
of the current note (i.e., the pitch-class of the pitch
represented by the current note), taking instrument
transposition into account. All C's, Bg's, and Dbb’s are
assigned to note class o; all Cf's are assigned to note-
class 1; . . . : all B's are assigned to note-class 11.

o if the current note is a rest. Otherwise, toking instru-
ment transposition into account, the number of semi-
tones that the current note is “above” any note whose
register-class and note-class both are o (e.g., SEMITS
would contain 78 if the note just made current is in

register-class 6 and note-class G).

bhbbbb if the current note is a rest. Otherwise, taking
instrument transposition into account, the diatonic note-
class of the current note, i.e., Abbbbb, Bbbbbb, Chbbbh,
Dbbbbb, Ebbbbb, Fhbbbh, or Ghbhbb, according as the

current note is an A or an Af or an A% or an Ab or an
Abb or an Ak, a Bora Bfor. . ., efc.

1 if the current note is tied to the immediately preceding
note on the same lyne; otherwise o.

o if the current note is not followed directly (i.e., without
any intermediate note or rest) by a barline; 1 if the cur-

* Hobert W, Young, “Terminology for Logarithmic Frequency Units,” Journal
o the Acoustical Society of America, Vol. 11, no. 1, 1939, 134 f.
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Name of computer word—Confinued Contents
rent note is followed directly by a single barline that does
not end a staff; 2 if the current note is followed directly
by a single barline that does end a staff; 3 if the current
note is followed dir:'('tl}' by a double barline.
PRECAC o if the current note is not preceded immediately by an
accidental; otherwise, according to the following tahle:
Contents of Immediately preceding
FRECAC accidental
1 Ehatrp
2 Flat
3 Double-sharp
4 Natural
5 “WNatvralized” sharp ™
6 “Naturalized™ flat
7 Double-flat
STAFFP@ 55 if the current note is a rest. Otherwise, the number

of the staff-pasition of the current note. as depicted in
the following diagram:
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[ Name of computer word—Continued Contents
DURAT According to the following table:
Contents of
DURAT Current note
1 Long
z Breve
a Semibreve, whole
4 Minim, half
5 Crotchet, quarter
6 Cuaver, eighth
r Semiquaver, sixteenth
8 Drzmixequum-rr. aznd
9 Hemidemisemiquaver, 64th
10 128th
15 Crace-note
DURINT By the note-durational value of a note is meant the
DLIRf\l-’.'\I rational number of whole-note units that is the ideal dur-
DURDEN ation of the note, except that, by convention, the note-

durational value of a Erace-note is o. If a note is dotted
or an element of a groupette, this is taken into account
in computing the note’s note-durational value: however,
affection by a fermata is not taken into account. The note-
durational value of a note may be represented uniquely
as a "mixed number” consisting of an integer plus a
proper fraction in lowest terms so conventionalized that
if its numerator is o then its denominator is 1. The note-
durational value of the current note is so represented and
stored: integer, numerator, and denominator, in DU-
RINT, DURNUM, and DURDEN, respectively.

DATIND 0, 1, 2, or 3, according as the current note is undotted,
single-dotted, double-dotted, or triple-dotted. {Reference
here is made to note-durational dots, not staceato dots, )

GRPNG o if the current note is not an element of a groupette.
Otherwise, the groupette-number of the groupette con-
taining the current note. (For example, 3 if the current

note is in a triplet.)

DYNMRK o if the current note is affected directly by no dynamic
mark: otherwise, ncemding to the i'u[]uwirlg table:
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Name of computer word—Continued Contents
Contents of Dynamic mark directly
DYNMRK affecting current note

! PPRpEp

2 I:‘PP

3 Pp

B P

5 mp

& mf

7 f

8 ff

9 fff
10 ffff
11 Beginning of crescendo
12 End of crescendn
13 Beginning of decrescendo
14 End of decrescendo

DYNVAL The contents of DYNVAL will represent the “dynamic-
mark value” pertaining to the current note, even if the
current note is not affected directly by any dynamic
mark. Until it is necessary to pmpjo}' the concept of
d_"""ﬂnlif‘n“il'k value, the contents of DYNVAL will auto-
matically be set to o, as the programming necessary b
produce other contents of DYNVAL has not yet been
accomplished,

SPECSN These two computer words, adjacent in computer mem-

SPECSN+1 ory, both contain o if no special signs affect the current
note. If the current note is affected by a fermala,
SPECSN contains 12 and SPECSN+1 contains o, Other
special signs will be accommodated as they are needed
for research,

SUGCAC © if the current note is not affected by an editorial or
parenthetic “suggested” accidental. Otherwise, 1, 2, or 3
according as the suggested accidental affecting the cur-
rent note is a sharp, a flat, or a natural.

BRACK © if the current note is not affected by any ligature-

denoting brackets, Otherwise, 1, 2, or 3, according s
the current note is affected by the beginning, the
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Name of computer word—Continued Contents

middle,'® or the end. of a bracket—i.e., as the current
note is at the begitlning, in the middle, or at the end, of
. a bracket,

FHRMRK o if the current note is not affected by any phrase-mark
{i.e, tie or slur). Otherwise, 1, 2. 3. or 4, according as
the current note is affected by the beginning, the middle
(see note 15), the end. or the “simultaneous™ begluning
and end, of some phrase-mark (s},

TEXT bbbbbb if no text accompanies the current note. Other-
wise, that text, six letters maximum, left-justified with
trailing spaces, stored in computer memory according to
the standard binary-coded data representation,

MESINT By the measure attack-time of a note is meant the rational
MESNUM number of whole-note units that separate the beginning
MESDEN of the measure containing that note from the time at

which the note ideally should be attacked. Similarly, by
SYSINT the system attack-time of a note is meant the rational
SYSNUM number of whole-note units that separate the beginning
SYSDEN of the system of staves that contains the note from the

time at which the note ideally should be attacked. Both
the measure attack-time and the system attack-time of a
note may be represented uniquely as “mixed numbers,”
each consisting of an integer plus a proper fraction in
lowest terms so conventionalized that if its numerator is
o then its denominator is 1. The measure attack-time of
the current note is so represented and stored: integer,
numerator, and denominator, in MESINT, MESNUM,
and MESDEN, respectively. The system attack-time of
the current note is so represented and stored: integer,
numerator, and denominator, in SYSINT, SYSNUM, and

SYSDEN, respectively.'®

" By “middle,” any noninitial and nonterminal portion is meant.

For example, both the measure attack-time and the system attack-time of the
first four notes in the Violin 1 part of the first movement of Beethoven's Fifth
Sﬂm}";’““ﬁf ire, in order, 0 0/1, 0 1/8, 0 1/4, and o 3/8. The next note in that
Part has measyre attack-time o 0/1 and system attack-time o 1/2, presuming that
the first System of staves exends at least through the second measure. Observe
that, of two adjacent notes on the same lyne in the same system (the notes rmay
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INSTRU The name of the musical instrument or voice schedulet
INSTRU+1 to perform the current note is stored in the adjaceni
computer words INSTRU and INSTRU+1, left-justified
with trailing spaces. (If the name of the instrument or
voice is longer than 12 letters, omly the first 12 letters of
the name are stored. )
CLEF According to the following table:
Contents of Clef affecting
CLEF current note
1 Treble clef with "8" above
2 Treble clef with “8” below
3 Bass clef I
4 Baritone c-i(ef}]"'rl'sfs
5 Tenor clef ]
6 Alto clef b clet
7 Mezzo-soprano clef r['{]e 5
8 Soprano clef ]
9 G-clef located on first staff line (“French
violin” clef)
10 Treble clef
KEYSIC The keypuncher of the music is given, in the LM.L. 5%
IEEYSIG+1 tem of conventions,'” the option of representing a key-
KEYSIG+2 signature either by naming the major key which the
KEYSIG+3 key-signature is g key-signature of, or by listing earh
KEYSIG+4 element of the key-signature. If the former option were
KEYSIG+5 taken, each of KEYSIG through KEYSIG46 would con-

have a barline between them but there is no intermediate note), the difference
of the system attack-time of the left note from the system attack-time of the
right note is the note-duratinng] value of the left note, iL-M-L-pt if the left note i
R "_f'h“Ie‘“:ﬁt or a breve-rest and is the only note on its lyne in its measure (in
which case its note-durational value is the value of the ;inm-ﬁfgﬂamrf affecting
that measure). Ohserve too that, on anv lyne, the sum of the note-durstional
“II"“ of each note in a measure equals the value of the time-signature affecting
this measure. For more detail sem Chapter 5 of my article, “A System for the
Automatic Reduction of Musical Seores,” in Papers Presented at the Seminar in
Mathematical Linguistics, Vg, 6, 1960 {on deposit at Widener Library, Harvard
Universit}r, Camhridge. Mass. ), : : .
1 Jones and Howe, ap. cit.
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fE-EYSIE+E tain 0 and KEYREP would contain a binary-coded data
KEYREP representation of the key “of” the current note, e,

FSHARP. If the latter option were taken, KEYREP
would contain bbbbbb and each computer word from
KEYSIG to KEYSIG+6 would correspond to one key-
signature sharp or flat (key-signature naturals are dis-
counted ), as follows: for each natural number i lese than
7. KEYSIC+n contains o if the (n<1)th {from left to
right) key-signature element (j.e., sharp or flat) does not
exist, or otherwise KEYSIG+n contains an eight-hit
“byte” right-justified with leading zeroes—the “byte”
consisting of a two-bit prefix, that is 1 or 2 according as
the (n+1)th key-signature element is a sharp or a flat,
catenated to a six-bit suffix that is the binary represen-
tation of the number of the staff-position on which the
(n+1)th key-signature element is. (The numbers of
staff-positions have been given above in describing the
contents of the computer word addressed by STAFP@.)

TSNUM The time-signature affecting the current note is stored in

TSDEN TSNUM and TSDEN as follows. If the time-signature
comprises a numerator and a denominator (e.g., J ),
then the numerator is stored in TSNUM and the de-
nominator is stored in TSDEN: storage of both is in the
binary-coded data representation, left-justified with trail-
ing spaces. (Hence, pursuing this example, TSDEN
would contain the number denoted by “o10660606060”
in the octal system, because octal “01,” octal “06,” and
octal “60," are the binary-coded data representations for
the alphanumeric symbols “1,” “6," and “b.” respec-
tively.) If the time-signature comprises a sequence of
one or more Arabic numerals (e.g, 3), then that se-
quence is stored in TSNUM in the binary-coded data
representation, left-justified with trailing spaces, and
TSDEN contains bhbbbh, If the time-signature is C, O,
T, or 0, then TSDEN contains bbbbbb and TSNUM con-
tains Chbbbb, @bbbbb, C/bhbb, or @ /bbhb, respec-
tively. (Representation of other time-signatures or men-
suration signs could be handled similarly if needed,)




310 The Computer and Music

Name of computer word—Continued Contents

TSVNUM The “value” of the time-signature affecting the current

TSVDEN note is considered to be a rational number of whole-note
units and is stored as a fracton in lowest terms: numer-
ator in TSVINUM and denominator in TSVDEN. (For
example, comesponding  to  the time-signature 2
TSVNUM would contain 5 and TSVDEN would con-
tain 2. )

INSTRN The musical transposition of the instrument or voice
scheduled to perform the current note is stored in
INSTREN as a signed number ** of semitones: the sign
is negative if the instrument or voice “sounds Jower than
written”; otherwise, the sign is positive. Thus, if the
current note were scheduled to be performed by a B-flat
clarinet, INSTRN would contain —z.

INSDIR The musical transposition of the instrument or voice

INSREG scheduled to perform the current note is stored in

INSN@T INSDIR, INSREG, and INSN@T, as follows. If the
instrument or voice “sounds lower than written” then
INSDIR contains 1; otherwise, INSDIR contains o, The
amount of the transposition, in terms of register-classes
and note classes, is stored “properly” in INSREG and
INSNﬂT, re::pev:'tiw.l}'; “l‘u'uper[}-" 5i!_:;1jf,,-j||g that the
contents of INSNE@AT is not greater than eleven. Thus, if
the current note were scheduled to be performed by a
B-flat clarinet, INSDIR, INSREG, and INSN@T, would
contain 1, o, and 2, respectively.

NUMLYN The total number of lynes in the system of staves con-
taining the current note,

' An unsigned number and a positively signed number are stored in computer
words as identical sequences of binary digits if the magnitudes of the two mum-
bers are the same, A negatively signed number is stored in a computer word in
the same way that the number's absolute value would he stored, except that the
left-most bit of the computer word containing a negatively signed number is set
to one. The MIR arithmetic instructions introduced below all are algebraic in the
sense that the usual rules for computing with signed numbers apply: the MIR
programmer using just these and no other arithmetic instructions can be indiffer-
ent to the way that negative numbers are stored.
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Contents

DATE

PASER

PASER -+,
PASER+-2
PASER + q
PBSER+4

AUTH@R
thmugh
AUTHOR 4+ 4

LISHER
Ihruug;h
LISHER 43

EDITGR
1hmugh
EDITOR +4

RANGER
thmugh
RANGER + 4

PLACE
T]'Lmugh
PLACE 44

TITLE
lhmugh
TITLE+5

LM.L.™ allows the keypuncher to include a certain
amount of external-evidential information about the
composition being processed, and this information is re-
tained for use in MIR programs. If the year of CoOmpo-
sition or the year of publication or some other date
associated with the composition being processed has been
entered suitably onto the punched cards, this number will
be stored in DATE; otherwise, DATE will contain o.

The first thirty letters of the name of the composer of the
current note are stored in these consecutive computer
words, six letters per word with trailing spaces. If the
keypuncher has not kevpunched appropriately a com-
poser’s name, then each of P@SER through P@SER+4
will contain bhbbbh.

Similarly, the name of the writer of the text that ac-
companies the current note is stored here.

Similarly, the name of the publisher of {the composition
containing) the current note is stored here,

Similarly, the name of the editor of (the composition
containing) the eurrent note is stored here.

Similarly, the name of the arranger of (the composition
containing} the current note is stored here,

Similarly, the name of some place associated with (the
compasition containing ) the current note—e.g., the place
of publication, is stored here.

Similarly, the title of (the composition containing) the
current note is stored here. It is required that every
composition being processed have a title: hence, when
a note is made current, TITLE will not contain bbbbbb.

" Jones and Howe, op. cit.
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Contents

SUBTIT
through
SUBTIT+5

TEMF&
through
TEMP@+2

PUNXER
through
PUNXER+4

INTVL

INTDIR
INTREG
INTN@T

Similarly, the subtitle of (the section or movement con-
taining) the current note is stored here. When a note
is made current, SUBTIT may contain bbbbbb, as it is
not required that a subtitle affect every note of the com-
position being processed. However, the presence of dif:
ferent subtitles for different parts of the composition
allows effective use of the TOSECT instruction de-
seribed below,

Similarly, a tempo indication (e.g., ADAGI®) affecting
the current note is stored here.

Similarly, the name of the person who keypunched the
portion of the musical composition containing the cur-
rent note is stored here.

The musical interval between the current note and the
immediately previous current note is stored in INTVL
as a signed number of semitones: the sign is negative if
the current note is “lower in pitch than” the immediately
previous current note: otherwise the sign is positive.”
Exceptions to the above: if the current note is a rest, or
if the immediately Previous current note is a rest, or if
there js no j[]’l]‘ﬂi’:‘diuﬂ‘f_‘l,' E:rfu,-ious current note (as at the
start of a MIR program ), then INTVL contains bhbbbb.

The interval between the current note and the immedi-
ately previous current note is stored in INTDIR,
INTREG, and INTNET, as follows. If the current note
is “lower in pitch than” the immediately previous cur-
rent note, then INTDIR contains 1; otherwise, INTDIR
containg o, The amount of the interval, in terms of
register-classes and note-classes, is stored jn INTREG
and INTNOT, respectively. For the computation of

*"More precisely—letting w and x denote the register-class and note-class,
respectively, of the current note, and letting y and = denote the register-class and
note-class, respectively, of the immediately previous current note—the sign i
negative if and mi]_-..' if {12w+z) is less t]-|m:| {12y+2).
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Name of computer word—~Continued Contents

DINTVL
CENUS
blacT

INTDIR, INTREG, and INTN@T, only, the “pitch” of a
rest is considered to be: register-class o, note-class o. Eg.,
if the immediately previous current note were Middle C
and the current note were an eighth-rest then INTDIR,
INTREG, and INTN®T, would contain 1, 4, and o, re-
spectively. If there is no immediately previous current
note, then INTDIR contains 2, INTREG contains the
register-class of the current note, and INTN@T contains
the note-class of the current noke,

If the curtent note is a rest, or if the immediately previ-
ous current note is a rest, or if there is no immediately
previous current note, then DINTVL contains o and
GENUS contains o and DIACT contains o, Otherwise,
the "diatonic interval” between the current note and the
immediately previous current note is represented in
DINTVL, GENUS, and DIBCT, as follows:

Contents of
DINTVL Interval

Unison, octave, double octave, ete.
Second, ninth, ete.

Third, tenth, ete.

Fourth, eleventh, etc.

Fifth, twelfth, etc.

Sixth, thirteenth, etc.

Seventh, etc.

= hin b D B e

Contents of
GENUS Interval

Doubly diminished
{Singly) diminished
Minor

Perfect

Major

{Singly) augmented
Doubly augmented

Some other interval

=B BT~ 7, S A T .
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Name of computer word—Caontinued Contents

Contents of

DIGCT Interval
] Smaller than an octave
1 An octave or larger but smaller than

: two octaves
n n octaves or larger but smaller than

(n+1) octaves

DINDIR Let z denote the current note and y the immediately
previous current note. If z or y is a rest, or if there is no
immediately previous current note, then DINDIR con-
taing 2. Otherwise, roughly, DINDIR contains 1 if = is
“diatonically lower” than y and o otherwise. More pre-
cisely: if the diatonic interval between z and y is greater
than a fourth (of any grmlﬁ]—th[s is meant "-.1!}5[:-[|.:|l::]}'":
a tenth is greater than a fourth—then DINDIR contains
1 or o according as z is or is not "Jower in pitch than” y.
Also, if the diatonic interval between = and i is a unison
(of any genus) then DINDIR contains 1 or o according
as z is or is not "lower in pitch” than . In all other situ-
ations, DINDIR contains 1 or o according as the diatonic
note-class of z is or is not one of the three letters preced-
ing {any instance of) the diatonic note-class of y in the
following sequence of letters: *ABCDEFGABC.

Wi Twenty consecutive computer words are reserved for the
WAz MIR programmer to use as “work areas.” Each of WA1
Wag through WAzo is set to o before the first instruction of
WA4 any MIR program is executed. Additional “work areas”
WaAs may be introduced in any MIR program by use of the
WaAGR Far BSS pseudo-operation.

WA~

WAS

WAg

1 The term “octave” here refers not to pitch but to notation. The diatonic in-
terval from Middle C to the B-dnub]t-.-iharp thirteen semitones away is a doubly
augmented seventh and hence an interval smaller than an octave (in this sense
of this term).

It shmll_d be apparent—e.g., from the preceding footnote—that there are
cases in which, when a note is made current, the contents of DINDIR and
INTDIR will not be identical.
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Name of computer word—Continued Contents

Walo
Wi,
Wiz
Wiy
WAy
Wi
WA1B
WALz
Waig
WAig
WAza

MIR instructions consist of three fields: a location field, an opera-
tion field, and a variable field. Each MIR instruction is to be key-
punched, fui!uwing the standard rap format, on a separate 8o-column
Hollerith punch card.” The content of the operation field of each MIR
instruction and the tvpes of variable field that legitimately can follow
each such operation field are described next. The location field of a
MIR instruction may be entirely blank or may contain a MIR sym-
bolic address—i.e., any catenation of up to six 1:upitu] roman letters or
Arabic numerals that‘dues not consist entirely of Arabic numerals—
other than a symbolic address that names a computer word described
above, An iﬂﬂtt['u{‘timl whose location field is not blank will be said to
be located at the symbolic address contained in the instruction’s
location field. The existence of the location field permits departure, in
the way described below, from the normal mode of operation wherein
the insiructinn executed after executing instruction i is the instruction
next after i in the presented program.

*The following acceptable but not immutable format speciﬂmt?on allows use
of a “program card” on standard TBM kevpunch machines: lln-cannn field com-
prising columns 1-6, column 7 blank, operation field comprising columns 3—131
columns 14 and 35 blank, variable feld comprising columns 16-72, optiona
mumeric sequencing (of the punched cards) comprising mlu_mns 73-80. Key-
punching of each field of a MIR instruction then should begin at the leftmast
column allocated for that feld; if not all allocated columns are filled, tranlmlg
blanks are permissible. If desired, comments—ignored when a MIR program :
executed—may be punched in colunms allocated for the variable field f..f a Mlnf
instruction provided that at least one blank column separates the beginning
the comment from the end of the regular variable-field data.
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MIR instructions that make a note current and bring data representa-
tive of it into the computer words described above

Operation field: T@SECT (mnemonic for “To section™)

Variable field: Within parentheses, the name of a subtitle of the compo-
sition being processed.

Effect: If the subtitle so named has been defined properly in the key-
punched representation of the composition being processed then
the first note on the first lyne in the first measure of the section
named by this subtitle becomes the current note. Otherwise,
computation terminates and an appropriate error message is
provided on the printout from the computer. (For example, the
instruction: T@SECT (ET IN TERRA) presumably would
cause an error message to appear if the composition being proc-
essed were Beethoven's Fifth Symphony. )

Operation field: TOMEAS ({mnemonic for “To measure”)

Variable field (direct-address type): A sequence, of one through five Arabic
numerals, possibly preceded immediately by + or by —

Effect: Let n be the number denoted by the sequence of numerals ac-
cording to the decimal system. Suppose that, before this instruc-
tion is executed, the current note is in measure pumbered m.
(If there is no current note before this instruction is executed,
m is presumed to be 0.) Then execution of this instruction causes
the new current note to be, if such exists, the first note on the
first lyne in measure numbered m+n, m—n, or n, according as
the sequence of numerals js preceded (in the variable field) by
+. by —, or by no sign, If no such note exists in the composition
being processed (eg., if the instruction: TOMEAS gaggg is
given when the composition being processed belongs to Bartok's
Mikrokosmaog set), then computation terminates and an appropri-
ale error message is provided.

Operation field: TOMEAS

Variable field (indirect-address type): Within parentheses—the left paren-
thesis preceded immediately by -+, by — or by C—a MIR sym-
bolic address defined in the MIR pru:rgram.“

Effect: Let n be the unsigned number stored in the computer word
whose symbolic address is given in the variable field. Suppose

" A MIR symbolic address is defined in g MIR program if it constitutes the
im:lnti!an field of a MIR or pap instruction | or pseudo-instruction ) in the program,
or if it is the symbolic address of one of the computer words described above. In

::;P!:I!Eeﬁr E::E:Ir_am. @ symbolic address cannot be used to name more than one
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that, before this instruction is executed, the current note is in
measure numbered m. (If there is no current note before this
instruction is executed, m is presumed to be 0.} Then, execution
of this instruction causes the new current note to be, if such
exists, the first note on the first lyne in measure numbered m-+n,
m—n, or n, according as the left parenthesis is preceded in the
variable field by 4, by —, or by C. If no such note exists in the
composition being processed (e.g., if the instruction: TOMEAS
C(WA13) is given when WA13 contains 999999 and the compo-
sition being processed belongs to Bartdk's Mikrokosmos set),
then computation terminates and an appropriate error message
is provided, {The letter “C” may be thought of as an abbrevia-
tion of the phrase “the contents of.”)

Operation field: TOLYNE (mnemonic for “To lyne™)
Variable field (direct-address tvpe}: A sequence, of one through five Arabic

Effect:

numerals, possibly preceded immediately by + or by —.

Let n be the number denoted by the sequence of numerals
according to the decimal system. Suppose that, before this in-
struction is executed, the current note is on lyne numbered p in
measure numbered m. Then, execution of this instruction causes
the new current note to be, if such exists, the first note in measure
numbered m on the lyne numbered p+n, p—n, or n, according
as the sequence of numerals is preceded in the variable field by
+. by —, or by no sign. If no such lyne exists in measure num-
bered m, or if there is no current note before this instruction is
executed, then computation terminates and an appropriate error
message is provided.

Operation field: TOLYNE
Variable field (indirect-address type): Within parentheses—the left paren-

Effect:

thesis preceded immediately by +, by —, or by C—a MIR sym-
bolic address defined in the MIR program.

Let n be the unsigned number stored in the computer word
whose symbolic address is given in the variable field. Suppose
that, before this instruction is executed, the current note is on
lyne numbered p in measure numbered m. Then, execution of
this instruction causes the new current note to be, if such exists,
the first note in measure numbered m on the lyne numbered
p+n, p—n, or n, according as the left parenthesis is preceded in
the variable field by +, by —, or by C. If no such lyne exists in
measure numbered m, or if there is no current note before this
instruction is executed, then computation terminates and an ap-
propriate error message is provided,




3158

Effect:

The Computer and Music

Operation field: TONOTE (mnemonic for “To note”
Variable field (direct-address type): A sequence, of one through five Arabic

numerals, possibly preceded immediately by + or by —,

Let n be the number denoted by the sequence of numerals ac-
cording to the decimal system. Suppose that, before this instruc-
tion is executed, the current note is note numbered ¢ on lyne
numbered p in measure numbered m. If the sequence of numer-
als is preceded in the variable field by no sign then execution of
this instruction causes the new current note to be, if such exists,
the note numbered n on lyne numbered p in measure numbered
m. If the sequence of numerals is preceded in the variable field
by + or by — then execution of this instruction causes the new
current note to be, if such exists, the nth note on lyne numbered
p after or before, according as the sign is + or —, the note num-
bered g on lyne numbered p in measure numbered m. (Observe
that the new current note need not be in measure numbered m
if the sequence of numerals is preceded in the variable field by
+ or—: only for sufficiently small n will the new current note be
the note numbered g+n or g—n on lyne numbered p in measure
numbered m. However, if the sequence of numerals is preceded
in the variable field by no sign then the new current note, if it
exists, will be in measure numbered m. ) 1f no such new cirrent
note exists, or if there is no eurrent note before this instruction
is executed, then computation terminates and an appropriate
eITOr message is provided.

Operation field: TONBTE
Variable field (indirect-address type): Within parentheses—the left paren-

Effect:

thesis preceded immediately by +, by —, or by C—a MIR sym-
bolic address defined in the MIR program.

Let n be the unsigned number stored in the computer word
whose symbolic address is given in the variable field. Suppose
that, before this instruction is executed, the current note is note
numbered g on lyne numbered P in measure numbered m. If the
left parenthesis is preceded in the variable field by C then exe-
cution of this instruction causes the new current note to be, if
such exists, the note numbered n on lyne numbered p in measure
numbered m. If the left parenthesis is preceded in the variable
field by + or by — then execution of this instruction causes the
NEw current note to be, if such exists. the nth note on lyne num-
bered p after or before, according as the sign is + or —, the note
numbered  on lyne numbered P in measure numbered m. (Ob-
serve that the new current note need not be in measure num-
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bered m if the left parenthesis is preceded in the variable field
by + or by —, but will be in measure numbered m (if the new
current note exists) if the left parenthesis is preceded in the
variable field by C.) If no such new current note exists, or if
there is no current note before this instruction is executed, then
computation terminates and an appropriate error message is pro-

vided.

Operation field: TOCURN (mnemonic for “To current note™)
Varisble field: A MIR symbolic address defined in the MIR program.
Effect: If the computer word whose symbolic address is given in the
variable field contains the note index of some note in the compo-
sition being processed then execution of this instruction causes
. that note to be the new current note, Otherwise, computation
terminates and an appropriate error message is provided. (For
exampln. if execution of the instruction: M@AVE CURNWAS
is followed when executing a MIR program by execution of the
instruction: TACURN WAG and if the execution of all inter-
mediate instructions has not caused alteration of the contents
of WAS, then execution of: TACURN WAS causes the new
current note to be that note which was the current note when:
M&VE CURNWAB was executed.® It will be seen that the
inclusion of CURN and T@CURN in the MIR system makes
convenient the determination of the musical interval between
any two notes in the composition being pruoessec’[.}

Operation field: N@TEU {mnemonic for “Note up”)

Variable field: A symbolic address at which some MIR (or var) instruction
is located in the program.

Effect: Suppose that, before this instruction is executed, the current
note is on lyne numbered p and has system attack-time x in some
system 5 of staves. Then, if p>1, execution of this instruction
causes the new current note to be that note, on lyne numbered
p—1 in system & whose system attack-time y has the following
property: y is the greatest of all system s, lyne numbered p—1
system attack-times that are less than or equal to x. (Le., if p>1,
the new current note “attacks simultaneously with” or “holds
through the attack of” the current note before this instruction
is executed. ™) If p = 1 then execution of this instruction does not

# In general, transferring data from a computer word does not alter the contents
of that word, but transferring data to a computer word is destructive of the

Previous contents of that word.
* None of this terminology is meant to suggest that any of the various notes

mentioned cannot be a rest.




azo

The Computer and Music

alter the current note (or the contents of any computer word |
and the instruction to be executed after this instruction is the
one located at the symbolic address given in the variable feld.
(If p>1 the instruction to be executed after this instruction is—
as is normally the case—the one next in sequence. )

Operation field: NOTED (mnemonic for “Note down™)

Variable field: A symbolic address at which some MIR (or Fap) instruc-

Effect:

tion is located in the program.

Suppose that, before this instruction is executed, the current note
is on hyne numbered p and has system attack-time  in some 5y
tem s of staves. Let ¢ be the total number of lynes in s, Then, if
p=<t, execution of this instruction causes the new current note
to be that note, on lyne numbered p+1 in system s, whose sys-
tem attack-time y has the following property: y is the greatest
of all system s, lyne numbered p-+1 system attack-times that are
less than or equal to x. If P =t then execution of this instruction
does not alter the current note {or the contents of any computer
word) and the instruction to be executed after this instruction
{only #f p =1t) is the one located at the symbolic address given
in the variable field.

Operation field: SN@TEU (mnemonic for “Simultaneous note up”)
Variable field: A symbolic address at which some MIR (or Fap) instruc-

Effect;

tion is located in the program.

Suppose that, before this instruction is executed, the current note
is on lyne numbered p and has system attack-time x in some sys-
tem s of staves. Then, execution of this instruction causes the
NEW current note to be, if such exists, that note n, in system s at
System attack-time x, such that n is on the greatest-nambered of
all lynes in & having a lyne number less than p and having a note
whose system attack-time is 2. (Le., n, if it exists, is the element,
of a “chord” of simultaneously attacked notes, next “higher” to
the note that is the current note before his instruction is exe-
cuted—where “higher” is short for “having lesser lyne number’;
but see note 26 above.) But if no such note n exists—e.g., if
P = 1—then execution of this instruction does not alter the cur-
rent note (or the contents of any computer word) and the in-
struction to be executed after this instruction (in this case only!

is the instruction located at the symbolic address given in the
variable field. '

Sf“':mﬁ““ field: SNOTED {mnemonic for “Simultaneous note down")
ariable field: A symbolic address at which some MIR (or Fap) instruc-

tion is located in the program,
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Effect:  Suppose that, before this instruction is executed, the current
note is on lyne numbered p and has system attack-time x in some
system # of staves. Then, execution of this instruction causes the
new current note to be, if such exists, that note n, in system s at
system attack-time x, such that n is on the least-numbered of all
lynes in s having a lyne number greater than p and having a
note whaose system attack-time is x. But if no such note exists—
e.g. if p is equal to the total number of lynes in s—then exe-
cution of this instruction does not alter the current note {or the
contents of any computer word) and the instruction to be exe-
cuted after this instruction (in this case only) is the instruction
located at the symbaolic address given in the variable field.

MIR arithmetic instructions ©

Operation field: ADD3 (mnemonic for “Three-address add")

Variable field: A symbolic address defined in the program, immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program, which is immediately fol-
lowed by a comma, which is immediately followed by a symbolic
address defined in the program.

Effect; The algebraic sum of the contents of the computer words whose
symbolic addresses are the first two given in the variable field is
stored in the computer word whose symbolic address is the third
given in the variable field. (E.g., if the contents of WA1, WAz,
and WAiz, just before execution of the instruction: ADD3
WAL WAz WALz are, respectively, 3, —2, and 167, then the
contents of WA1, WAz, and WAz, just after execution of this
mstruction are, respectively, 3, —2, and 1.}

Operation field. SUB3 (mnemonic for “Three-address subtract™)

Varigble field: A symbolic address defined in the program, immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program, which is immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program.

Effect: The algebraic difference of the contents of the computer word
whose symbolic address is given second in the variable field from
the contents of the computer word whose symbolic address is
given first there is, stored in the computer word whose symbolic

address is given third there.

" These instructions perform the arithmetic operations of addition, subtraction,
and multiplication, on signed integers only (including zern). To perform these
"Perations on other mathematical entities, or to perform the operation of division
on signed integers, Far subroutines can he written.
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Operation field: MPY3 (mnemonic for “Three-address multiply”)

Variable field: A symbolic address defined in the program, immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program, which is immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program.

Effect: The algebraic product of the contents of the computer waords
whose symbolic addresses are the frst two given in the variable
field is stored in the computer word whase symbaolic address is
given third there,

Observe that none of these arithmetic instructions alters the current
note,

MIR logical instructions

Operation field: TRA (mnemonic for “Transfer™) 2

Variable field: A symbolic address at which some MIR {or Fap) instruc-
tion is located in the program.

Effect: An “unconditional” transfer: in every case, the instruction to be
executed immediately after this instruction is executed is the
instruction located at the symbolic address given in the variable

field.

The following four MIR logical instructions, which effect “condi-
tional” transfers, are described together because of their similarity each
to each other.

Operation fields: TRCTH (mnemonic for “Transfer if greater than”)
TRGEQ (mnemonic for “Transfer if greater than or equal to”)
TRLTH (mnemonic for “Transfer if less than")

TRLEQ (mnemonic for “Transfer if less than or equal to”)

Variable field (for each instruetion): A symbolic address defined in the
program, immediately followed by a comma, which is immedi-
ately followed by a symbolic address defined in the program,
which is immediately followed by a comma, which is immed-
ﬂlt:]}}’ fullowed by a symbolic address at which some MIR (or
FAR) instruction is located in the pro ram,

Effects: Let b and ¢ he, respectively, the uisigned numbers stored in the
computer words whose symbolic addresses are the first and
second symbolic addresses given in the variable field. The in-
struction located at the symbolic address given third in the
variable field is to be executed immediately after executing this

™ This is a Fap instruction,
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instruction if b>¢ and the operation field contains TRGTH, or
if b>c and the operation field contains TRCGEQ, or if b<¢ and
the operation field contain TRLTH, or if b<¢ and the operation
field contains TRLEQ. In all other cases, the instruction exe-
cuted immediately after executing this instruction is the one next
in sequence.

Operation field: COMPAR (mnemonic for "Compare”)

Variable field: A symbolic address defined in the program, immediately
followed by a comma, which is immediately followed by a sym-
bolic address defined in the program, which is immediately fol-
lowed by a comma, which is immediately followed by a symbolic
address at which some MIR (or Far) instruction is located in
the program; all this may or mav not be followed immediately
by a comma and the letter F.

Effect: The contents of the computer words whose symbolic addresses
are the first two svmbolic addresses given in the variable field
are compared. If they are equal and the symbolic address given
third in the variable field is not followed there by “F” or if they
are unequal and that symbolic address is followed there by “F"
then the instruction executed immediately after executing this
instruction is the instruction located at the symbolic address
given third in the variable field. In all other cases, the instrue-
tion executed next is the one next in sequence.

Operation field: COMPTR (mnemonic for “Compare and transfer”)

Variable field: A symbolic address defined in the program, immediately fol-
lowed by a comma, which is immediately followed by a symbalic
address defined in the program, which is immediately followed
by a comma, which is immediately followed by a symbolic ad-
dress at which some MIR (or Far) instruction is located in the
program, which is immediately followed by a comma, which is
immediately followed by a symbolic address at which some MIR
(or FaP) instruction is located in the program.

Effect:  The contents of the computer words whose symbolic addresses
are the first two symbolic addresses given in the variable feld
are compared. If they are equal then the instruction executed
immediately after executing this instruction is the instruction
located at the symbolic address given third in the variable field.
If they are unequal then the instruction executed immediately
after executing this instruction is the instruction located at the
symbolic address given fourth in the variable field.

Operation field: M@VE (mnemonic for “Move”)
Variable field: A symbolic address defined in the program, immediately
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followed by a comma, which is immediately followed by &
symbolic address defined in the program.

Effect: The contents of the computer word whose symbolic address is
given first in the variable field are stored in the computer word
whose symbolic address is given second in the variable field.
(5o, immediately after executing this instruction, both computer
words have equal contents.) **

Operation field: LOGGKUP (mnemonic for “Look up”)

Variable field: A Hymb-(ﬂic address defined in the program, i.mm:,‘q.lj.tle]].' fal-
lowed by a comma, which is immediately followed by a symbolic
address defined in the program, which is immediately followed
by a comma, which is immediately followed by a sequence of
one, two, or three, Arabic numerals not all of which are o, which
is imrnediatel_v followed h:.-' a commia, which is immq’:diﬂff‘]llp' fol-
lowed by a symbolic address at which some MIR (or Far) in-
gtruction is located in the program,

Effect: Let n be the number denoted by the sequence of numerals ac-
cording to the decimal system. Execution of this instruction
causes (in effect) the contents of the computer word whose
symbolic address is given first in the variable field to be com-
pared with the contents of the computer word w whose symbolic
address is given second in the variable field and with the con-
tents of each of the n—1 computer words that follow w con-
secutively in computer memory. If the computer word whaose
ﬂ}rmbnlic address is given first in the variable field has contents
equal to that of any of the n computer words with which it &
compared, then the instruction executed next is the one Jocated
at the symbolic address given last in the variable field Other-
wise, the instruction executed next is the one next in sedjuence

Observe that none of these logical instructions alters the current note
MIR output instructions

Operation field: CALL (mnemonic for Call™)
Variable field: EXIT

Effect: This instruetion should be the last instruction executed in any
MIR program. It accomplishes necessary terminal bookkeeping:

“I.j it is desired merely to store zero in a computer word, the Fap fnstruchan
STZ is recommended; if it is desired merely to store & Ssbens fsasher (io whoe
n.‘lagn?tucle the programmer is i“‘{i"'-‘rﬁ!'l[]-:in a computer word. the Fap instoe
tion STL is recommended, A symbolic address of tlEe parljcu!a:r computer Wit
constitutes the variable field of each of these two instructions.

R T :
CALL iz a Fap instruction; EXIT is a rar subroutine,
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To have data that have been processed in a MIR program printed
out, it is possible to write for this purpose a special subroutine in rar
or to utilize (by calling an already prepared rar subroutine) a stand-
ard FORTRAN “write output tape” procedure. In addition, one may use
an output routine recently incorporated into the MIR system: the
operation field consists of MPRINT; the variable field consists of a
sequence, enclosed by parentheses, of comma-separated mnemonics
for each type of data to be printed out. For example, execution of the
mstruction: MPRINT ( MEAS,LYNE,N@TE) would cause a printout
of the measure number, the lyne number, and the note number (in
that order) of the note that is the current note when the instruction is
exccuted. Labelling the columns of data (e.g., with “MEAS NO” if
appropriate ), determining the number of spaces between columns on
the printout, and several other features, can be controlled by the
programmer. The MPRINT routine is, at least in part, dependent upon
the peripheral equipment to be used, and is not described further
here,

Two MIR programs—exclusive of input and output procedures—
are presented next." The first program locates the highest and lowest
(in terms of pitch) notes in lyne numbered two of the composition
being processed (Figure XX-1). The second program counts the
number of times that a rising second is followed by a rising third, in
both lyne numbered one and lyne numbered two of the composition
being processed (Figure XX-2). A third illustration of a MIR pro-
Eram, together with a flow chart descriptive of it, has appeared in my
article, “Toward Musical Information Retrieval,” referred to in foot-
note 1,

The results of the first program are stored as follows: the measure
number, note number, register-class, note-class, and semitone number
(i.e., above a note in register-class o and note-class o) of the extremal
notes are stored in WA1o through WA14, respectively, for the highest
note, and in WA1s through WAag, respectively, for the lowest note.
The results of the second program are stored as follows: the number
of times a lyne-1 rising second is followed by a lyne-1 rising third is
stored in WA10; the number of times a lyne-2 rising second is fol-
lowed by a lyne-z rising third is stored in WA11; and in WA12 is
stored the sum of the final WA10 and WA11 totals.

"In Figures XX-1 and XX-2 the letter O is distinguishable from the Arabic
numeral o without the use of the slashed O,
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TOMEAS 1
TOLYRE 2 _ |
ONWARD COMPAR REGCL, =14 REST TO LOCATION REST IF ©.N. A REST
MOVE MEASNO, WALG
MOVE NOTENO,WAIL
MOVE REGCL,Wal2
MOVE NOTECL,WA13
MOVE BEMITO,WAL4
NEWLD MOVE MEASNO,WALS
MOVE NOTENO,WALS
MOVE REGCL WAIT
MOVE NOTECLWAIR
MOVE BEMITO,WAlD Al
RETURN COMPAR BARLIN, =38TOP BTOP IF AT DOUBLE BARLINE
TONOTE +1 TO NEXT NOTE 2
COMPAR REGCL, =14, RETURN TO RETUHRN IF C.N. A REST
TRGTH SEMITOWAI4NEWHI TO NEWHI IF ON NEW HIG I
TRLTH SEMITOWAIRNEWLD TO NEWLO IF ON NEW LOW
RETURN GO TO RETURN
NEWHI MEASNO,WALD
NOTENO,WALL
REGCL WAlL2
NOTECL.WA13
BEMITO,WAl4
RETURN
TP EXIT
REST COMPAR BARLIN, =3 8TOP
TONOTE <41
TRA ONWARD

Figure XX-1, Program 1

Both programs make use of a convenient feature of rap. If 5 is a
sequence of Arabic numerals that denotes, according to the decimal
system, a number n less than 2%, then the so-called decimal literal
consisting of an equal sign followed directly by the numerals of s in
order may be used in variable fields of instructions in place of a

TOMEAS
TOLYNE 1
CHE£2D COMPAR BARLIN, =3 8TOP STOF IF AT DOUBLE DARLINE
TONOTE 4
RETRY COMPAR DINTVL, =2 CHK42D.F
COMPAR IMNDIR, =0,CHE420.F ON A BECOMND
COMPAR BARLIN, =3 STOP ON A RIBING SECOND
TONOTE 4+
COMPAR DINTVL, =3, RETRY F
COMPAR DINDIR, =0.RETHY.F ON A THIRD

COMPAR LYNEND =2,LYNE2 ON A RISING THIRD
ADDE WALD, =1, Wal0 INCREMENT WALD
THA CHE42D
LYNE2 ADD3 WALL =1, WAl INCREMENT WAl
Tha CHE42D
STOP COMPAR L.‘n"ul- NO, =2 ADD
TOLYNE
THA II HE42D
ADD ADDz3 WALOLWALLWaALZ
CALL EXIT

Figure XX-2, Program 2
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symbolic address of a computer word containing a representation of n,
(The Arabic numeral sequence may be preceded by a minus sign if a
negative integer is to be represented by a decimal literal.) For exam-
ple, execution of the instruction: ADD3 =6,=—359,WA1 would cause
the contents of WA1 to become —s3. Also available for use by the
MIR programmer is the “Hollerith literal” capability of rarp: this
would be especially useful in searching the text of vocal music for the
occurrence of a particular syllable

= After this article was completed, my attention was directed to an article by
Tobias Robison, entitled “IML—MIR: A Data-processing System for the Analysis
of Musie,” recently published in Harald Heckmann (ed.), Elektronizche Daten-
u-mrhﬂrmig in der Musikwissemschaft, Regensburg, Gustay Bosse Verlag, 1g67.
The reader of both the present article and the Rohison article will find a few
terminalogical discrepancies and will find some other than nominal differences
where the MIR system described by Robison is a development from the MIR
system decribed here, For the recard, T would note that Robison's statement that
the IML representation for keypunchers "was originally designed by™ me is un-
true: IML was designed by Alexander M. Jones. Arthur Mendel's recent article,
“Some Preliminary Attempts at Computer-assisted Style Analysis in Music {Com-
puters and the Humanities, Vol. 4, no. 1, September 1969, pp. 41-52), describes
some initial musicological results obtained at Princeton University with MIR
progeams applied to Josquin's Missa L'homme ormé super voces musicales, and
":JII'P nonmusicological problems encountered in implementing the MIR system
there,




mu CHAPTER XXI

An Automated Music
Library Catalog for
Scores and Phonorecords

by JOHN W. TANNO, ALFRED G. LYNN,
and ROBERT E. ROBERSON

Our purpose in this article is to give the reader some understanding
of how an automated score and phonorecord catalog can benefit the
university community. We shall describe the general attributes of the
system, the process involved in I]‘nplﬁn]{*nting it, and the benefits over
the traditional eata log in cost and service which accrue from it. We
will not go into the history of the system or how one catalogs using the
system. Our aim is to create an interest in a system that has increased
service at a reduction of cost at the State University of New York at
Binghamton,

There are three viewpoints represented in the (I{}'l;g_'lnpmpnt of this
system, and each of us will discuss it as it relates to his viewpoint.

MUSIC LIBRARIAN

Before the music librarian can begin to automate a score and
phonorecord catalog, he has to define the attributes of the catalog:

(1) The kind of catalog that is desired;

(2) What special ways he wants to be able to draw on the vari-
ous attributes of scores and phonorecords;

(3) The way in which the information of the entry is to be used;
and

(4) The entty and how each entry will be orderd in the cata-
log.

In the vernacular of the computer world, the input and the output
must be defined. The Systems analyst can then devise the necessary
programming and formats for producing the desired output from the
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input, while the manager of the cIat-.xaprnc\essing center determines the
feasibility of developing such a catalog in view of his total commit-
ment to the university. The music librarian need not know how this is
done, but the system will be more effective if the librarian and analyst
work closely together with a sympathetic knowledge of each other's
requirements,

In a conventional card catalog, two types of entries are made: (1)
the main entry which contains the call number, the composer (au-
thor ), standard (conventional) title, actual (distinctive ) title, pub-
lisher, collation, and additional descriptive information as required,
and (2) all other entries which are formed by adding a header (such
as SUhleL title, editor, and so on) to the main entry. All entries are
filed alphabetically in the catalog, first by header (composer if main
entry ), then by composer, title, call number, and so forth.

To generate the two basic types of entries, the automated system
makes use of two files: (1) a code file which is an authority file, and
(2) a document file. The code file may be thought of as an alphabeti-
cal list of headers by category. A two-digit code represents the cate-
gory and a six-digit code represents each header. A category is an
attribute of a score or phonorecord that a user of the catalog might
utilize in looking for an entry. The code file is divided into the ten
categories shown below:

o1 Composer o7 Performer
03 Instrument o8 Librettist
o4 Subject og Editor

o5 Translator 10 Compiler
of  Transcriber 11 Arranger

An entry to the code file is made by filling out the code file transmittal
shown in Figure XXI-1.

Each line in the transmittal represents a card, Eight cards are availa-
ble for each entry to the code file. This allows space to include
hi“?}fﬂphi-‘.'ul or u.;:p]nnnlorj.- information as needed. The complete
information would only be printed in the catalog once; only card o
will be used as the header for an entry after the first occurrence,

Once 4 name, subject, or instrument is assigned a code, it need never
be written again. This insures that the name and date, subject, or
instrument will be standardized, since they will be called for only by
code from the single listing in the code file. By the same virtue, all
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Figure XXI-1. Code file transmittal
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corrections or changes to that name may be executed by a single
change in the code file.

The document file is generated from the transmittal shown in
Figure XXI-2.

This transmittal serves both for main entries and cross references.
Each entry to the document file is assigned a control number. Each of
the ten cards (lines) that make up the entry is also numbered, so that
any part of the entry may be defined throughout the processing. Two
areas may be defined in the transmittal: (1) the code area, cards o to
3 and (2) the text area, cards 4 to g. The code area allows for
forty-six different six-digit codes from the code file to be entered,

namely:
1 Composer code 5 Transeriber codes
4 Librettist codes 5 Translator codes
4 Editor codes g Performer codes
3 Compiler codes 3 Arranger codes
6 Subject codes 10 Instrument codes

A six-digit code in the appropriate code area on the document file
transmittal will enable an entry to be generated in the catalog. The
beader called for by code will be taken from the code file and placed
above the text area taken from the document file. In this manner, a
total of forty-six entries could be generated using the same text with
different headers.

Because both standard (conventional) and actual (distinctive) t-
tles are used in cataloging music, a way of handling both titles had to
be developed. Three possibilities in title configuration exist:

Case A: Both a standard and actual title are used.
Case B: The standard title is identical to the actual title.
Case S: Only a standard title is used.

To enable the computer to discriminate among these cases, a box
(labelled T on card 3 of the document file form) has to be filled in
with the appropriate case designator. In case A, the standard !it!r! is
used only to sort entries under the composer’s name, while the actual
title is the one used for the title entry. The title entry is formed, then,
by using the title in card 5 as a header over the text area. As a further
refinement in case A, a cross reference (from the actual title to the
standard title) will be automatically generated for the composer
catalog. This will enable a user who would not know the conventional

4

4
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title to find the entry through the distinctive title, In case 5, no title
entry is generated. In case B, the title found in card 4 is used to also
generate a title entry. This avoids entering the identical title twice. In
this manner all unique titles will be used as headers to generate a title
listing.

The input, then, consists of a code file and a document file. From
both files the information necessary to form a catalog entry is gener-
ated,

For output, it was decided to generate twelve separate catalogs,
rather than a dictionary catalog:

Composer Instrumentation Arranger
Title Librettist Transcriber
Subject Editor Translator
Performer Compiler Shelf list

This will permit the user to find easily any particular type of entry,
and will make it easy to ascertain how the catalog is being used. Since
it is possible to generate any type of eatalog one would want, if this
armngement is not effective, it will be changed.

The formats for entries made in each of these catalogs may be seen
from the sample catalog (Figure XXI-3) at the end of this article. All
entries have basically the same format as the composer entry, with the
addition of the apprhprialu header. The shelf-list entry is identical to
the composer entry, but it is sorted by call number.

The instrumentation catalog is unique, in that it lists not only solo
works for a particular instrument, but also all chamber music that
includes any particular instrument, arranged by groups (duo, trio,
quartet, and so on) under that instrument. For example, a quartet for
flute, oboe, violin, and piano would be alphabetically listed under the
following headers in the instrumentation catalog:

FLUTE—OB, PF, VN
OBOE—FL, PF, VN
PIANO—FL, OB, VN
VIOLIN—FL, OB, PF

This same procedure is followed for up to nine different instruments,
with a further distinction being made for works that are concertos,
Sonatas, or suites.

To date there have been 5,000 entries made in the document file and
3.000 entries in the code file. Eight entries in the catalog are generated
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from the average document entry, resulting in a series of twelve
catalogs containing 40,000 entries. The catalog is to be printed semi-
annually with supplements as required. The cost of cataloging an
item in this system has been $2.45, as compared to $5.50 by traditional
cataloging methods.

Other advantages offered to the music librarian by such a system
are manifold. Once the catalog data is in machine-readable form, a
great flexibility is suddenly available. Specialized programming ena-
bles the librarian to request specialized catalogs. For example, a
catalog of all cantatas on file, written between 1700 and 1750, could be
written, or a list of all chamber works including a part for violin
edited by Galamian could be made, or a list of works by Beethoven
for which a record and a score are on file could be generated. There is
no end to the ways one might generate catalogs, be it a merged
dictionary catalog, a card catalog, or a separate listing. When the time
arises that on-line inquiries can be made, then the user will be able to
make his own specialized requests. In looking ahead, the same system
could be enlarged to catalog books on music as well, which would
pave the way for general information retrieval in the field of music,

The system enables the authority file (code file) actually to gener-
ate the entries, guaranteeing that each name or subject be correctly
listed. All changes in the authority file would be reflected in all entries
at the next print time. There is no limit to the number of added entries
that could be made, and the labor necessary to add them consists of
looking up the code for each one.

Cataloging by computer enables the librarian to analyze the process
by computer. Accurate logs can be kept on the amount of material
cataloged, making cost analysis over any period of time possible.
Specialized machine checks on the data processed can assure uniform-
ity and correctness of all entries to the two files. Update programs
reject data incorrectly entered and make routine verifications of codes
entered on the transmittal file forms.

In short, a greater efficiency in the cataloging process along with a
greater diversity of service results from this system.

Now that the input and output have been defined. the systems
analyst will show how the former begets the latter.

SYSTEMS ANALYST

The Music Library Catalog System design is based upon two
presumptions which, trivial as they may seem, are critical to the appli-
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cability of automated library cataloging in a small-machine environ-
ment. Firstly, each document in the library will have associated with
it some set of entries distributed throughout the printed catalog. In
the main, these entries are identical, showing, in the case of music
library documents, the same composer, title, and publishing informa-

- tion. The differences among these entries are primarily in the heading
information by which the individual entries are filed. These headings
associate with the document some attribute common to many other
documents in the library, such as a particular subject, artist, or instru-
mentation.

Secondly, given a computer with capabilities of random associative
access to high-volume storage, it is possible to sort much larger
volumes of data than would otherwise be the case. In computer
sorting, the only significant data is that being used as sort-control
necessary only to sort the control data itself, plus prnviding a short
information—any other data in the file is just so much wasted space
during sorting. When random-access storage is available, it becomes
reference code by which the complete source record may be recovered
after sorting. In the present system this technique affords a virtual
increase in storage capacity of 8-to-1 over a conventional sort, with a
corresponding  improvement of processing time. An additional divi-
dend of this method is that corresponding sort data need not be
constrained to fixed fields in the sorted records, since this data may be
reorganized as it is selected for sorting.

Machine Configuration

From the outset it was planned to design the MLCS system for the
smallest practical machine configuration, since it was remgnizcd that
in view of the perennial conversion problem confronting large, estab-
lished libraries, the greatest appeal of an automated cataloging system
would be to the smaller and newer libraries whose access to large-
scale computing equipment might be severely limited. Compromise of
this goal with the practical considerations of local needs led t-::: a
design configuration of a two-tape, two-disk, card /print system with
medium core storage capacity. The Harpur computer is an IBM
System /q60-40 with 256K core storage (although this large cure‘ca-
pacity is not exploited) and two 2311 disk drives having nominal
capacity as used of 6.75 million characters each. The design goals
satisfied by this configuration are 10,000 documents in the library and
Up to 10,000 attribute codes on file, although it is expected that
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additional capacity will become available before these limits are ap-
pruached. Index generation rates approximate 40,000 entrics per hour,
corresponding to about 8 hours of catalog printing time per hour of
generation. With the exception of standard sorting programs supplied
by the system manufacturer, the entire system is programmed in basic
COBOL, and is executed under IBM's standard Disk Operating Sys-
tem.

The capacity of the system is directly related to available disk
storage, and is virtually independent of all other machine parameters
except, of course, machine time. At current rates generally available to
academic users, and assuming 8 entries (average) per library docu-
ment, cost of computer time for cataloging 10,000 documents would
be approximately $1,200, using the machine configuration described.

The Code File

Each line of the Code Transmittal Form ( Figure XXI-1) represents
one punched card, and ultimately a line of print. Eight such lines (560
text characters) comprise one code file record. The first of these lines
expresses a distinctive attribute common to multiple documents in the
library, that is, a particular subject, composer, instrument, performer,
and so on. Subsequent lines provide for notation of such biographical,
bibliographical, or other supplementary information as may be appro-
priate, The complete code record is printed only once in the catalog,
immediately preceding the first appearance of the corresponding at
tribute. Thereafter, only the first line of the code record appears as the
heading line of subsequent catalog entries, until all documents refer-
encing the attribute have been listed.

Major attribute categ{:-rinsl such as composers, librettists, suh]'ects.
and so on are assigned arbitrary two-digit numbers, and each category
appears in final form as a distinet subcatalog, rather than disseminated
alphabetically throughout an integrated file as in the conventional
library, card catalog, Within each category unique attributes are as-
signed six-digit code numbers such that the codes correspond to the
desired ordering of the alphabetic text which they represent. There-
after these codes proxy for the alphabetic data throughout catalog
generation until they are decoded for listing, The -:-;r_mpletc e
therefore, is comprised of a two-digit category prefix and a six-digil
code number. However, the complete code, supplemented by a card
number to facilitate file maintenance, is carried onlv in the code
master file. Elsewhere in the system, the card number is not appli-
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cable, and the prefix is implied by the position of the six-digit code
number within the record, resulting in a g0 per cent saving of space |
required for coding. It is evident that the prefix may be reinstated at |
any time on the basis of code position, and that arrangement of any ‘
set of code numbers in ascending numeric order implies a correspond-
ing arrangement of the equivalent text in ascending alphabetic order.

The use of six numeric digits for each code provides a potential
capacity of one million different entries in each code category. In
practice, only a fraction of this capacity is employed, with the codes
distributed throughout the available number set in such a way as to
minimize the probability that additional code entires will be forced
ot of proper alphabetic sequence by lack of available code numbers.
To this end, a supplementary program performs reorganization of
each category into correct alphabetic sequence, with automatic reas-
signment of codé numbers For optimum distribution, and appropriate
update of code invocations elsewhere in the document file.

In this program, the first lines of all entries within each category are
ordered in “natural” sequence, ignoring spaces between words and all
punctuation except left parentheses. The first three digits of cach code
are then reassigned through reference to tables of frequency of occur-
rence of surnames as derived by the University of Oregon { 1935 ). Sets
of entries having identical partial codes are then distributed evenly
within the remaining interval of 1,000 integers, thus completing the
six-digit code. This process allows adequate space within the code set
for interim manual assignment of additional codes. Reorganization
may be performed immediately prior to each catalog run in order to
rectify any possible errors in manual selection of codes.

The code file is maintained as a serial file, ordered in ascending
category, code, and card sequence. Because the eode master file is
arranged, by definition, in the same order as the final catalog, the file
may be processed in its serial format during catalog generation, with
the reservation that no single catalog entry may invoke more than one
code, In the Harpur system this restriction is transgressed by the
requirement for a cross-indexed instrumentation catalog, wherein
cach catalog entry may require decoding of up to 10 separate instru-
ment codes. Thus the file must be processed in a randomly accessible
format. However, serial processing offers moderate advantages of time
and equipment in systems where the one-code restriction can be
tolerated.

The present machine system is storage-bound with respect to the
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equipment available for sorting and random-access files, and this
factor has had a significant effect upon program design. It was ini-
tially suggested that major storage economies could be realized
through utilization of alphanumeric coding, whereby three characters
could serve in place of the present six-digit coding scheme. However,
it soon became evident that the validity-checking capability afforded
by a limited ten-digit coding set offered advantages of reliability
which far outweighed considerations of storage capacity.

The Document File

The Document Transmittal Form (Figure XXI-z) contains three
types of basic data, in addition to the control information used for file
maintenance. The upper part of the form is partitioned into fixed fields
for entry of code invocations, each of which ultimately creates an
entry in the final catalog. The lower part of the transmittal is used for
entry of free-form textual data descriptive of the individual document,
which data appears essentially unaltered as the text of each catalog
entry generated by the codes above. Within the area are three fields
reserved for standard title, actual title (if any ), and call number. The
first of these is used to control the order of catalog entries within
composer, while the other two generate one entry each in the title
and shelf list catalogs, respectively. The third basic data type (to the
left of the first call-number segment) is used for internal notation of
the type and format of the document record, the error status of the
record, and the medium upon which the subject document is re-
corded,

Early definitions of the document record transcription scheme pro-
vided for essentially free-form text entry, primarily in default of
realization that format consistencies and transcription rules were ap-
plicable to the data at hand. However, it soon became painfully
obvious that mechanical editing of free-form text could not reliably
recover the context of the material, and that a moderate amount of
format consistency could afford significant margins of reliability
through programmed auditing of each input transmittal. Subse-
quently, coding rules and the transmittal form itself were gradually
modified and improved to the point that it is presently possible to
identify 30 types of significant errors in the input data without impos-
ing any objectionable degree of “computeritis” upon library personnel.

The importance of programmed auditing of data cannot be overem-
phasized. The input path from cataloger to keypuncher to unit-record
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processing to the file-update program is fraught with hazard, as evi-
denced by the fact that upon first audit of approximately 1,500 origi-
nil document records nearly 30 per cent were discovered to contain
errars which would have significantly degraded the usefulness of the
final catalog, while the rate of data rejection by the file maintenance
program is still commonly as high as 10 per cent.

Catalog Generation

The music library catalog as defined here consists of a large number
of catalog entries, each containing data derived from a document
record, & code record, or some combination of the two. With the
document and code files at hand in randomly accessible format, the
remaining task is to develop appropriate control records for recovery,
integration, formating, and arrangement of the desired combinations
of basic data. This function is performed by an index generation
program, which creates a simplified representation of each entry to
appear in the final catalog. These index records contain reference
numbers for code- and document-record recovery, control codes
defining the format of the catalog entry, and sort-control data for
determining the relative position of the entry within the catalog
liﬂing.

: In order that the cataloging system may remain responsive to varia-
f“’“i of input-output format and to future requirements for special-
EZEd catalogs, the index generator is written as a general-purpose
mterpretive program which depends upon an external table-of-control
commands for its processing logic. In response to the parameters
supplied by these commands, the program transfers selected data from
master document records to index records. Such data may be left- or
right justified to any selected boundary in the index record, and may
Optionally be packed, with deletion of spaces and punctuation. The
number of characters transferred may be defined by either input or
output field limits, and fixed data or padding fields may be inserted
directly from the control deck. In addition, the program may make
logical decisions about the issuance and format of the index record,

based upon variable data in the document record. Control commands
may be continuously chained where
quired for generation of a complex in
or fewer commands on a single control

Each command string generates one type o
the current document record satisfies the criteria

extensive control data is re-
dex record, but in practice, ten
card usually suffice.
f index record whenever
for generation. The
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present catalog requires approximately 7o command strings for gener-
ation of the complete eatalog. Each document record is tested against
the entire set of command statements, and each results in generation
of an average of 7.8 index records. The index records are 120 charac-
ters in length, comprised of 2o characters of fixed identification data
and up to 100 characters of sort information which is used to arrange
the raw index file in final catalog sequence.

The command set may be altered by the librarian to suit his
immediate needs, without requiring the attention of the system pro-
grammer. Thus the librarian is afforded independent control of the
content and organization of the catalog, and through the use of
multiple control decks he may create any number of distinctive cata-
logs using the same base data.

Catalog Production

The raw index file produced by the index generation program is
sorted on the 100-character field of control information, after which it
represents a much-abbreviated form of the final catalog. The order of
significance of sort data from most to least significant is, in general:
attribute category, attribute, composer, standard title, r:fcnrdr;ng me-
dium, and call number, although various other arrangements are
employed for special-purpose catalogs such as shelf lists.

The sorted index file is passed to a print-file-generation program
which contains a formating subroutine for each tvpe of catalog listing,
selected by identification data in the index record itself. This program
recovers any required code and document records from the random-
access files, combines selected data from these records in a predeter-
mined format, and issues a print-image record of the catalog listing to
@ magnetic tape file for subsequent printing as time permits. This file
may of course be saved for later reproduction of all or part of the
catalog, and allows production of the hard-copy catalog to be seg-
mented at the convenience of computer opcmtic-ms personnel, avoid-
ing commitment to long print runs on the order of 10 to 15 hours.

MANAGER—DATA PROCESSING CENTER
Music Holding—System Justification

The willingness of a computer center in an academic setting to
undertake as a project to devise a music-holdings system may be for the
same. reasons which dictate industrial efforts: low cost, better
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efficiency, speed, and accuracy; or the project may be accepted for
more subtle reasons: to gain knowledge while trying to accomplish a
specific project, to determine if the approach is sound through the use
of actual data, and, in some cases, to determine whether a different
approach is required because of the failure of the project.

The Music Library Catalog System presented a real challenge to
this center, It gave the center an opportunity to work on the {Il‘\"l.'lﬂp-
ment of a particular kind of cataloging system, one which is unique
and for which we anticipate further refinements. The music data base
was identifiable, limited, but expanding, and, since much effort was
bt‘ing exerted along the same lines at other institutions, the future
possibilities for information retrieval were wide. If successful, we were
confident that more information at greater speed, reduced cost. and
higher accuracy would be available. This conclusion was based on the
fact that once initial data was input to the system, changes would be
required only of the cataloger, mistakes because of having to redo
what was already accurate data would be eliminated, and errors in
constant repetitious data (such as composer’s name) would  be
avoided since any composition would use the same entry from a
source file. Furthermore, looking forward to inquiry systems in many
areas of activity, the Music Library Catalog System offered a data
base which would prove readily accessible to any such inquiry. In
other words, we could foresee the possibility, with what was being
developed, of a typewriter terminal being used to inguire as to the
nature of our music holdings.

One of the prime considerations was how to deal with the informa-
tion related to the holdings, such as author ( composer ), title, editor,
instruments, performers, and so on. It was agreed finally that as much
information as possible would be coded, This conclusion was reached
because the size of the existant holdings was limited, the on-line files on
the computer could be better handled with numerical data of limited
size, and we were Jooking for limited discrepancies, many of which
could occur because of spelling errors if coding were not used. A.lv
though it is possible that in time we may elect to use actual names in
this system, for the present we are confident that accuraey is enhanced
through coding, speed is not lost (after a process of leaming occurs
for the personnel doing the work on the transmittals), and the proc-
essing of data in the Computer Center is expedited. _

Cost considerations are ever present. We now know our machine

cost will be less than we anticipated; our programming cost higher. To
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obtain our first catalogs. which will include approximately 5,000 hold-
ings, the costs break down as follows:

Keypunching $ z.000
Programming 4,000
Machine time 6,400
$12,400

Transmittal labor by
Music Department 12,250
Total cost Ezzﬁﬁ_ﬂ

Obviously, the programming cost is a one-time cost for accomplish-
ing our present objective and will not be repeated. Most of the
machine cost is for testing and development and will not be repeated.
Therefore, our cost for the catalogs for the next 5,000 holdings, which
will be integrated with our present 5000 holdings for a combined
catalog of 10,000, will be:

Keypunching § 1,800
Machine time 1,200
g '31000

Transmittal labor by
Music Department 8,000
Total cost $11,000

{1t should be noted that, since the first time around, considerable
change in the transmittal form and a period of learning by the people
involved have allowed for Jess redoing and more expeditious process-
ing, which reduces our costs in these areas. )

These costs must be compared to a totally manual system. The
Music Department estimates the cost to assimilate the data and type
the multitude of catalog cards in the same variations as the computer
system would cost $55.000 for 10,000 holdings, exclusive of the learn-
ing and programming cost, and operational cost for the computer
system for 10,000 items would be $22,000, or $33,000 less than a totally
manual system. From this point alone it is obvious what merit exists in
computerization of this datg, However, we wish to emphasize that in
the long run what appeals even more to us than the present catalogs
and data are the myriad of information possibilities inherent in the
data base being developed.

The following pages (Figure XXI-3) illustrate the various types of
entries that could be generated from the information shown on the
document transmittal form ( Figure XXI-2).
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Figure XXI-3. Sample entries from music library catalog { continued on
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Figure XXI-3 (continued)
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