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Abstract 

 

Performing Algorithms: Automation and Accident investigates how artists might 
stage encounters with the algorithms driving our post-industrial, big-data-based, 
automatic society. Several important theories of this contemporary condition are 
discussed, including control societies, post-industrial societies, the automatic 
society, the cybernetic hypothesis, and algorithmic governmentality. These 
concepts are interwoven with histories of labour and automation, recent 
developments in machine learning and neural networks, and my own past work. 

Through a series of expanded lecture performances that describe our algorithmic 
condition while setting it into motion, this research seeks to discover ways in which 
to advance new critical positions within a totalizing technical apparatus whose very 
design preempts it. The included creative works have been performed, exhibited, 
and published between 2014 and 2018. They are made available online through an 
artificially intelligent chatbot, a frequent figure in the research, which here extends 
the concerns of that research through to how the work is framed and presented. 

The thesis focuses on both generative art and the lecture performance, which 
converge in performing algorithms but are generally not discussed in connection 
with one another. They emerged in parallel as artistic methods, however, at a time 
when management and computation were taking root in the workplace in the 
1960s. Furthermore, as the Internet became widespread from the 1990s, 
generative art and the lecture performance each found renewed prominence. 

With human language and gesture increasingly modelling itself on the language of 
computation and work constantly reshaped by the innovations of capital, this 
project identifies ñnot workingò both in terms of the technological breakdown and 
also as a condition of labour under automation. A discussion of the first fatal 
accident involving a self-driving vehicle illustrates this dual condition. Shifting from 
glitch artôs preoccupation with provoking errors to a consideration of not working, 
this research proposes artistic strategies that learn to occupy rather than display 
the accident.  
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Introduction 

It was an accident that I ended up learning to program. After graduating from 

university with a degree in architecture, I tried but couldnôt find an architecture job. 

Anxious, unable to live in New York without one, I jumped at the offer a friend 

made to me at a party to work in an office with him as a programmer, even though I 

didnôt really know how. ñYou can learn as you go,ò he said. Just like that, I was 

sucked into a rapidly inflating dot-com bubble. 

Those accidents - failing at architecture, going to that party, being in New York in 

the ascent of the bubble - tuned my attention into a developing technological and 

economic landscape that would eventually manifest itself in the platform capitalism 

that engulfs us today. In those ensuing two decades, I have been trying to both 

keep up with the changes and also figure out possibilities for intervention, whether 

in order to establish new infrastructures for collaboration and sharing knowledge or 

to draw attention to lurking dangers. 

Performing Algorithms: Automation and Accident is a practice-led research project 

that asks how artists might stage encounters with the algorithms driving our post-

industrial, big-data-based, automatic society. Through a series of expanded 

lecture-performances, I have attempted to, as Vilém Flusser writes, ñgrasp them in 

their cretinous concreteness,ò learning to play their game or else be played.1 But 

what is the nature of these encounters? Although I have conducted this project in 

the spirit of critique, as almost a kind of institutional critique within the non-site of 

computational capitalism, I am also conscious that critique itself is under pressure 

from these very conditions. How might one advance ñnew critique and new 

positionsò2 within a totalizing technical apparatus whose very design preempts it? 

The boundlessness of such a technical apparatus and the logic of preemption, 

which doesnôt set up obstacles that prevent events from happening so much as 

create the conditions where events are never even possible, are particularly 

difficult to grasp. ñFramelessnessò is the name given by Mark Andrejevic to the 

cultural logic that reduplicates the world in data, no longer bound by the partial 

perspectives of narrative or subjectivity because it aspires to absorb and represent 

 

1 Vilém Flusser, Post-History, ed. Siegfried Zielinski, trans. Rodrigo Maltez Movaes (Minneapolis, 
MN: Univocal Publishing, 2013), 26.  

2 Bernard Stiegler and Anaµs Nony, ñBernard Stiegler on Automatic Society, As Told to Anaµs Nony,ò 
The Third Rail Quarterly, no. 5 (2015): 17, http://thirdrailquarterly.org/bernard-stiegler-on-automatic-
society/.  

http://thirdrailquarterly.org/bernard-stiegler-on-automatic-society/
http://thirdrailquarterly.org/bernard-stiegler-on-automatic-society/


 

5 

 

everything.3 It also suggests the disorienting problem of finding it difficult to get 

oneôs bearings, to get a hold of things, particularly from within the space-time of an 

artwork. 

Although it has turned out to be a marginal, even gimmicky mode of painting, 

certainly at odds with the flatness valued by Clement Greenberg, I wonder if the 

tradition of trompe lôoeil might suggest an artistic response to such framelessness. 

The 1874 ñEscaping Criticism,ò (Figure 1) painted by Pere Borrell del Caso shows 

a boy, poised to spring out from the painting. His two hands grasp the sides of the 

frame, one foot rests on the bottom, and his head pokes out beneath the top. In 

order to conjure the illusion, the frame itself is painted such that it is occluded by 

and receives shadows from the paintingôs ñcontent.ò 

 

 

Figure 1: Pere Borrell del Caso, Huyendo de La Crítica (Escaping Criticism), 1874. 

 

3 Mark Andrejevic, ñóFramelessness,ô or the Cultural Logic of Big Data,ò in Mobile and Ubiquitous 
Media, ed. Michael S. Daubs and Vincent R. Manzerolle (Peter Lang US, 2018), 
doi:10.3726/b13289.  

https://doi.org/10.3726/b13289
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The ñescapeò referred to in the title appears to be literally shown as the boy in the 

painting ñbreaks outò of the frame and into the space of the viewer. But it is also 

possible to look at it in the opposite direction: that the space of the viewer is 

already present in the space of the painting due to the frame and light. This 

slippage between the space of viewing and the space of representation4 both 

acknowledges, even mobilizes the boundlessness, while intensifying the moment 

of the frame: the boy is in the act of escaping. The format of the lecture-

performance has worked in a similar manner within the course of this project, 

which I discuss in more detail in Chapter 9. 

One theme that pervades the entire project is ñnot working,ò alluding to both 

changing labour conditions (via automation) and to technological malfunction (or 

accident). Wendy Hui Kyong Chun warns us not to attribute to much power to 

systems of control by imagining that they are more effective and pervasive than 

they actually are. This attitude cuts between the familiar techno-utopian and 

techno-dystopian positions, which each compete for our allegiance to their belief in 

an all-powerful technosphere, by insisting instead ñon the failure and the actual 

operations of the technology.ò5 In much the same way that psychoanalysis distrusts 

what the patient believes they are saying, the marketing and publicity of technology 

companies is often less revealing than the particular ways that things donôt work. I 

propose that the recursive complexity of computational systems suggests similarly 

recursive artistic strategies that learn to occupy, rather than just display these 

many, minor accidents. 

The focus of my research at the outset of this project was the ñexpanded essay,ò 

largely informed by Theodor Adornoôs influential text, ñThe Essay as Form.ò 

Although this might appear to have very little relation to what the project has 

become, the journey between the two was actually quite natural.6 My interest in the 

essay was framed by a question of how the 500 year-old form was adapting to the 

context of networked media, especially given how the essay mutates with new 

 

4 In G®rard Genetteôs 1972 structuralist study of narrative form, he identifies a similar collapse of 
diegetic boundaries when Julio Cortazar ñtells the story of a man assassinated by one of the 
characters in the novel he is reading.ò (234, footnote specifies Cortazar, ñContinuidad de los 
Parques,ò in Final del luego) Metalepsis is the name Genette provides for those moments of 
breaking the frame between ñthe world in which one tells [and] the world of which one tells,ò (236, 
italics added) even referring to ñcharacters escaped from a paintingò in the work of Alain Robbe-
Grillet. (235, ñé a book, a press clipping, a photograph, a dream, a memory, a fantasy, etc.ò) 

5 Wendy Hui-Kyong Chun, Control and Freedom: Power and Paranoia in the Age of Fiber Optics 
(Cambridge, Mass: MIT Press, 2006), 9.  

6 More than a century ago, Walter Pater wrote that ñthere will always be much of accident in this 
essentially informal, un-methodical, method.ò, Walter Pater, Plato and Platonism; a Series of 
Lectures (London: Macmillan and co., limited, 1922), 185ï86, 
http://name.umdl.umich.edu/aje1092.0001.001 

http://name.umdl.umich.edu/aje1092.0001.001
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technologies of distribution - for example, printing press and cinema. In much the 

same way that the essay-film, as described by Timothy Corrigan, Phillip Lopate, 

Laura Rascaroli, and Nora Alter, demonstrates that the essay can be considered 

as methodology that can operate beyond the printed page, it can also be found at 

work in many lecture-performances. Moreover, the methodology of the essay 

seems to hold some appeal for filmmakers and artists examining new technologies, 

in part because it allows for those technologies to be incorporated into the form. 

Chris Markerôs Level Five (1996), Harun Farockiôs Parallel (2012), Rabih Mrou®ôs 

The Pixelated Revolution (2012), and Hito Steyerlôs How Not to be Seen. A 

Fucking Didactic Educational .MOV File (2013) each exemplify this tendency for 

me. 

And now, even if it is not the central focus, the presence of the essay can still be 

felt throughout my project, both in the artwork (a handful of published articles and 

scripts along with some lecture-performances) and also in the writing that follows, 

which is broken into 13 essay-length chapters. My intention throughout this writing 

has been to allow history, theory, news, personal reflection, and my own work to 

appear in close proximity to each other so that connections can be drawn between 

them, rather than isolating them under the pretense of academic structure. That 

isnôt to say it is haphazard, but rather, ñit proceeds, so to speak, methodically 

unmethodically.ò7 Each chapter presents a perspective onto the same subject, but 

from a different orientation, such that what is in the foreground in one chapter 

recedes into the background, or is eclipsed by something else, in the others. 

 

7 Theodor W. Adorno, ñThe Essay as Form,ò in Notes to Literature (New York: Columbia University 
Press, 1991), 13.  
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Generative Art 

Generative art is the art of control societies. My initial reason for making this 

provocation is quite simply the frequent concern with control in theorizations of 

generative art. Philip Galanter, who claims a definition of generative art that is ñthe 

most widely citedé to dateò8 says: 

Generative art refers to any art practice where the artist cedes control to a system that operates 

with a degree of functional autonomy that contributes to or results in a completed work of art. 

Systems may include natural language instructions, biological or chemical processes, computer 

programs, machines, self-organizing materials, mathematical operations, and other procedural 

inventions.9 

This notion of handing over ócontrolô was not in the definition he originally proposed 

in 2003 ð ñthe artist uses a systemé that is set into motion with some degree of 

autonomyò10 ð but after adding it in 2008 it has remained in place as recently as 

2016 when he writes that ñ[t]he key element in generative art is this use of an 

external system to which the artist cedes partial or total control.ò11 In short, the 

artist moves from using a system that is ñset into motionò with ñsome degree of 

autonomyò to ceding control to a system that ñoperatesò with ña degree of functional 

autonomy.ò òUseò suggests the relationship that a craftsman might have to a tool, 

while ñset into motionò conjures up a machine or a motor, but ceding control points 

somewhere else entirely: towards a post-industrial context. 

To cede something means to give it up, to yield, surrender, or withdraw. It is a 

calculated decision and an act, not just a loss. When a generative artist cedes 

control in this way, they do so in order to be surprised by some novel, emergent 

 

8 Philip Galanter, ñGenerative Art Theory,ò in A Companion to Digital Art, ed. Christiane Paul 
(Malden, MA: Wiley Blackwell, 2016), 151. The definition that he refers to is in his 2003 article, 
ñWhat is generative art? Complexity theory as a context for art theory.ò That definition, which I quote 
next, was updated in a 2008 conference paper.  

9 Galanter, ñGenerative Art Theory,ò 154. Galanter is actually misquoting himself here. He quotes 
Philip Galanter, ñWhat Is Complexism? Generative Art and the Cultures of Science and the 
Humanities,ò in International Conference on Generative Art. Generative Design Lab, Milan 
Polytechnic, Milan, 2008, 4. but in that text ñfunctional autonomyò is actually ñrelative autonomy,ò 
which is not insignificant for his argument in 2016.  

10 Philip Galanter, ñWhat Is Generative Art? Complexity Theory as a Context for Art Theory,ò in In 
GA2003 6th Generative Art Conference, 2003, 4.  

11 Galanter, ñGenerative Art Theory,ò 151. In the 2003 text, he follows up the definition with a 
sentence that is almost identical, suggesting that control has been a persistent concern, even more 
notably for its exclusion from the proper definition: ñThe key element in generative art is then the 
system to which the artist cedes partial or total subsequent control.ò  
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behavior or outcome. In this sense, Margaret Boden and Ernest Edmonds write 

that control is not merely ñlostò in generative artworks, but ñdeliberately sacrificedò12 

and their definition explicitly locates the generative dimension of the artwork in 

ñsome process that is not under the artistôs direct control.ò13 Similarly Jon 

McCormack and Alan Dorin wrote in 2001: ñGenerative art seeks to exploit the out-

of-control nature of nature, but to achieve this in a genuine sense, the artist is 

obliged to acknowledge that control must really be relinquished.ò14 Control features 

prominently and frequently in each of these three accounts and across all of them 

the type of control that is being deliberately redistributed is the artistôs control over 

their material and medium, suggesting a new form of mastery, as if the generative 

artist were a virtuosic choreographer of autonomous processes. 

For Galanter, the process or system must have ñfunctional autonomy,ò which 

means that it must function on its own without ñmoment-to-moment decision 

making or control by the artistò but not that the system has any particularly will or 

consciousness.15 The stakes of this delegation of control are problems of 

authorship, intent, uniqueness, authenticity, creativity, and meaning.16 Boden and 

Edmonds pose similar questions, such as, ñwhat, exactly, do we mean by 

creativity?ò; ñHow can we identify the óartworkôò; and ñJust whereé is the true 

author?ò17 And McCormack and Dorin, along with Oliver Bown, Jonathan McCabe, 

Gordon Monro, and Mitchell Whitelaw crafted an entire ñTen Questions Concerning 

Generative Computer Art,ò which treads the same ground while also beginning a 

more critical self-interrogation, speculating that artists ñare agents of production 

within a stratified global art marketò and wondering ñHas generative art run out of 

ideas?ò18 

 

12 Margaret A. Boden and Ernest A. Edmonds, ñWhat Is Generative Art?ò Digital Creativity 20, nos. 
1-2 (June 2009): 30, doi:10.1080/14626260902867915.  

13 Boden and Edmonds, ñWhat Is Generative Art?ò 29.  

14 Jon McCormack and Alan Dorin, ñArt, Emergence, and the Computational Sublime,ò in Second 
Iteration: Emergence: Proceedings of the Second International Conference on Generative Systems 
in the Electronic Arts (Melbourne, Australia: Monash University - Centre for Electronic Media Art, 
2001), 79.  

15 Galanter, ñGenerative Art Theory,ò 152.  

16 Galanter, ñGenerative Art Theory,ò 166ï73.  

17 Boden and Edmonds, ñWhat Is Generative Art?ò 39ï40.  

18 Jon McCormack et al., ñTen Questions Concerning Generative Computer Art,ò Leonardo 47, no. 2 
(April 2014): 139ï40, doi:10.1162/LEON_a_00533. For what itôs worth, Boden and Edmonds and 
Galanter make scant reference to the others, while McCormack and Dorin seem to be more 
comprehensive in their survey of the field.  

https://doi.org/10.1080/14626260902867915
https://doi.org/10.1162/LEON_a_00533
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In one early touchpoint for generative art, the ñManifesto of Surrealismò (1924), 

André Breton provides a definition for the noun Surrealism: 

Psychic automatism in its pure state, by which one proposes to express τ verbally, by means of 

the written word, or in any other manner τ the actual functioning of thought. Dictated by 

thought, in the absence of any control exercised by reason, exempt from any aesthetic or moral 

concern.19 

Here, the hand and mind of the artist may well still be involved, but creative control 

is taken away from reason and influence by aesthetics or morals. Although 

Bretonôs notion of art and the associated poems and images may have once 

shocked public sensibilities, the methods and artifacts have since been totally 

absorbed into modern art history. The recent theorists of computer-based 

generative art suggest that computation now occupies the role formerly played by 

psychic automatism, appropriating many of Surrealismôs aesthetic claims. Galanter 

writes that artists use generative systems because they ñsurprise the artist and 

provide a springboard for novelty and new ideas,ò20 echoing Bretonôs ode to the 

freedom of the imagination and his methods for rehabilitating it. 

Bretonôs definition, proposing an automatism as a mechanism that enables a short-

circuit of reason, projected onto digital networks and massive data processing, 

however, amounts to a celebratory version of the ñcollapse of reasonò that Bernard 

Stiegler warns about in an automatic society, and which I will discuss later along 

with Antoinette Rouvroyôs algorithmic governmentality. But amidst the aesthetic 

claims, there is no sense of the concerns of Stiegler or Rouvroy in the dominant 

literature on generative art. If these concerns are addressed at all, they are framed 

as coy questions about the collapse of authorship and authorial responsibility. 

My feeling is that because recent theories of generative art seem preoccupied with 

questions of creativity (the artistôs or the machineôs) they have not run out of ideas 

so much as worked themselves into a corner, the way a feedback loop in a 

computer program might leave that program stuck in one small part of its 

possibility-space until itôs been restarted. If there is a moment within the recent 

generative art discourse that stands out to me as a point of intervention, it would be 

Galanterôs pronouncement in 2003 that ñGenerative art is ideologically neutral,ò21 a 

claim he repeats 13 years later: ñgenerative art per se is ideologically neutral,ò in 

order to establish a broader transhistorical assertion: ñgenerative art is prehistoric 

 

19 André Breton, Manifestoes of Surrealism, 1. ed. as an Ann Arbor paperback, Ann Arbor 
Paperbacks 182 (Ann Arbor, Mich.: Univ. of Mich. Pr, 1972), 26.  

20 Galanter, ñGenerative Art Theory,ò 168.  

21 Galanter, ñWhat Is Generative Art? Complexity Theory as a Context for Art Theory,ò 19.  
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and precedes modernism, postmodernism, and every other ôismô on record.ò22 

Generative artôs ideological ñneutralityò recalls Chris Andersonôs ñend of theoryò 

and the idea that an algorithmic system would overcome human bias ð and 

neither acknowledges that ideology might be encoded into the algorithm, or that 

such an algorithmic sensibility is itself already ideological. Moreover, while each 

one of the theories of generative art specifically divorces itself from a necessary 

relationship to computers such that the art predates computers by thousands of 

years, all of them were developed within discourses focused on computation, from 

visualization to artificial intelligence and artificial life. In short, generative art would 

not exist were it not for the computer. 

The essence of generative art, for McCormack, Dorin, et al., is ña methodologyò 

such that generative art is split into its computational and non-computational 

counterparts.23 Margaret Boden and Ernest Edmonds locate the terminological 

origins of ógenerative artô and ócomputer artô in the mid 1960s, emphasizing that at 

the time both of these terms were usually used together, if not interchangeably, as 

in the title of George Neesôs exhibition in Stuttgart in February 1965, Generative 

Computergraphik.24 Boden and Edmondsôs article, ñWhat is Generative Art?,ò 

ultimately subdivides this unified computer-generative art and rearranges and 

superimposes the parts into a taxonomy that resembles a table of elements or 

DNA ð Ele-art, C-art, D-art, CA-art, G-art, CG-art, Evo-art, R-art, I-art, CI-art and 

VR-art25 ð such that CG-art (computer generated art) is a subclass of a larger 

category of G-art (generative art). And Galanter warns that ñconflating the term 

ógenerative artô with the term ócomputer artô would come at an unacceptable cost.ò26 

 

22 Galanter, ñGenerative Art Theory,ò 171.  

23 McCormack et al., ñTen Questions Concerning Generative Computer Art,ò 135.  

24 Boden and Edmonds, ñWhat Is Generative Art?ò 23. Two months later, the work of A. Michael 
Noll and Béla Julesz was shown in an exhibition called Computer-Generated Pictures at the 
Howard Wise Gallery in New York City. In both exhibitions, the titles concatenate computation and 
generation, immediately describing how the artworks themselves were produced through the use of 
a computer to ôgenerateô an image.  

25 These names of these eleven classes are short for electronic, computer, digital, computer-aided, 
generative, computer generated, evolutionary, robot, interactive, computer-based interaction, and 
virtual reality ð in short, the names used over the past few decades for art involving technology. 
Media art is probably the most significant exclusion from the taxonomy., Boden and Edmonds, 
ñWhat Is Generative Art?ò 27ï38 

26 Galanter, ñGenerative Art Theory,ò 146.  
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Although I have no proof other than my own exposure to the world of 2000s media 

art,27 the recurring urge to pry generative art away from computer art has been 

often based in a desire for recognition from the ñprecious bubbleò28 of the art world. 

Boden and Edmonds even conclude their essay with an extended argument for the 

computer generated works considered to be given ñthe coveted status of art.ò29 Any 

such desire was the quiet obverse of a more outspoken criticism of the art world for 

being too commercial (or not commercial enough in its openness to new 

industries), too conservative, or too passive. For Galanter, divorcing generative art 

from the computer breaks a postmodern impasse that would allow artists to put 

aside all the influences of ñman and cultureò in pursuit of timeless aesthetic 

concerns like truth and beauty.30 

I am not interested in generative art for its alleged timeless qualities but rather in 

how the generative allows for a consideration of automation, labour, and artôs 

imbrication with capitalism vis a vis technology. In other words, I am particularly 

interested in grounding generative art within social, political, economic, and cultural 

practices, even welcoming a connection with computation in an expanded sense. 

 

27 At UCLAôs Design | Media Arts department from 2003 to 2008 (first as graduate student and then 
as adjunct faculty) and as a director from 2005 to 2013 of Telic Arts Exchange, a non-profit with a 
mission to provide a critical engagement with new media and culture. 

28 McCormack et al., ñTen Questions Concerning Generative Computer Art,ò 139.  

29 Boden and Edmonds, ñWhat Is Generative Art?ò 42.  

30 Galanter, ñGenerative Art Theory,ò 170.  
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Control Societies 

I canôt remember the first time that I read Gilles Deleuzeôs ñPostscript on the 

Societies of Controlò31 or how many times Iôve returned to it over the years, but Iôve 

never forgotten the moment within the text that seemed to me at the time a 

terrifying void: ñIndividuals have become ñdividualsò, and masses, samples, data, 

markets, or ñbanks.ò32 In that small passage from individual to dividual, from 

masses to banks, it felt as though personal and collective agency, obstinate 

refusal, the power of protest, or just about every way that Iôve ever imagined 

resistance might unfold disappeared in a puff of smoke. Why? As a dividual, I 

would be decomposed and subdivided into innumerable reduced or highly 

abstracted digital representations. In that moment I felt burnt alive and scattered 

like ashes. Worse still was the sense that collectivities werenôt developing out of 

shared political project, mutual desire, or even the accident of being in the same 

place at the same time, but because cops and corporations were recomposing our 

bits and pieces into exploitable resources - banks. 

The periodizing story of ñPostscriptò, developed during the late 1980s, was that the 

disciplinary societies that Michel Foucault has associated with the eighteenth and 

nineteenth centuries were giving way to control societies. Institutions of 

confinement, such as hospitals, schools, and prisons, were ñbreaking downò and ña 

new system of dominationò33 was being introduced in their wake. This transition 

isnôt instantaneous. Deleuze sees the initial judicial contours of control societies 

 

31 There are two translations of the essay, which was originally published in Lôautre journal, no. 1 
(May 1990): in Winter 1992, the art journal October published one called ñPostscript on the 
Societies of Controlò; and in 1995 the essay was included in the edited collection, Negotiations: 
1972-1990, under the title ñPostscript on Control Societiesò. On a sentence by sentence level, the 
two essays are identical, but there are significant differences within each sentence, from structure to 
the particular words used. Where the October version uses ñenclosureò, ñcorporationsò, ñstocksò, 
ñstockholdersò, ñmarketingò, ñnumericalò, ñcrisisò, and ñserpentò the version in Negotiations uses 
ñconfinementò, ñbusinessesò, ñactivitiesò, ñadministratorsò, ñsales departmentò, ñdigitalò, ñbreakdownò, 
and ñsnakeò. I donôt find one version superior to the other, preferring corporations to businesses but 
digital to numerical. The October writing is overall a bit more cumbersome but has surgically 
whittled down some lines down with memorable precision, like ñThere is no need to fear or hope, 
but only to look for new weaponsò (pg. 4); or ñMany young people strangely boast of being 
ómotivatedôò. (pg. 7) I will be drawing from both translations based on affinity, but when quoting from 
one I will also provide the alternative translation in the footnotes. 

32 Gilles Deleuze, ñPostscript on the Societies of Control,ò October 59 (n.d.): 5. ñIndividuals become 
ódividualsô and masses become samples, data, markets, or óbanksôò.  

33 Gilles Deleuze, ñPostscript on Control Societies,ò in Negotiations, 1972-1990, European 
Perspectives (New York: Columbia University Press, 1995), 182. The breakdown was called the 
ñcrisis of the institutionsò in October.  
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described in Frans Kafkaôs The Trial, in which the legal system vacillates between 

disciplineôs ñapparent acquittalò and controlôs ñendless postponementò34; institutions 

were breaking down especially in the aftermath of the Second World War; until he 

writes in 1990 that ñweôre at the beginning of something new;ò35 and finally that we 

ñshould closely watch the themes that develop over the next forty or fifty years.ò36 

Even still, ñ[i]t may be that older means of control, borrowed from the old sovereign 

societies, will come back into play, adapted as necessary,ò37 describing a scene in 

which old sites, institutions, and practices are in various states of decay, rebirth, or 

reincarnation, rather than an entirely new regime. Avoiding a clear, discrete 

sequence of periods, the kind of description that might have been made in a 

disciplinary society, Deleuzeôs conception is formed by the metaphors of control, 

ñshifting,ò38 ñlike a self-transmuting molding continually changing from one moment 

to the next.ò39 If you ñnever finish anythingò40 in control societies, then nothing ever 

finishes either, it is constantly repurposed, reshaped, reproduced, but never in 

quite the same way. 

The paradox, of course, is that this flexible, improvisational, unconfined, seemingly 

free society is characterized by its control. William Burroughs, whom Deleuze 

acknowledges41 for ñnaming the monsterò42, commented that this sense of free will 

was necessary: ñcontrol also needs opposition or acquiescence; otherwise it 

 

34 Deleuze, ñPostscript on Control Societies,ò 179.  

35 Deleuze, ñPostscript on Control Societies,ò 182. ñWe are at the beginning of somethingò.  

36 Gilles Deleuze and David Lapoujade, ñWhat Is the Creative Act?ò in Two Regimes of Madness: 
Texts and Interviews, 1975-1995, Semiotext(E) Foreign Agents Series (New York : Cambridge, 
Mass: Semiotext(E) ; Distributed by MIT Press, 2007), 322.  

37 Deleuze, ñPostscript on Control Societies,ò 182. ñIt may be that older methods, borrowed from the 
former societies of sovereignty, will return to the fore, but with the necessary modificationsò.  

38 Deleuze, ñPostscript on Control Societies,ò 181. ñrapid rates of turnover, but also continuous and 
without limitò.  

39 Deleuze, ñPostscript on Control Societies,ò 179. ñlike a self-deforming cast that will continuously 
change from one moment to the otherò.  

40 Deleuze, ñPostscript on Control Societies,ò 179. ñone is never finished with anythingò.  

41 Gilles Deleuze, ñHaving an Idea in Cinema,ò in Deleuze & Guattari: New Mappings in Politics, 
Philosophy, and Culture, ed. Eleanor Kaufman and Kevin Jon Heller, trans. Eleanor Kaufman 
(Minneapolis: University of Minnesota Press, 1998), 17. ñthe term put forth by William Burroughsé 
societies of controlò.  

42 Deleuze, ñPostscript on Control Societies,ò 179. ñproposes as a term for the new monsterò.  
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ceases to be control.ò43 If ñthe workers have become machine-like tape recordersò44 

then they are merely being used, not controlled. For Burroughs, control requires 

incompleteness, or a gap between the controller and the controlled, which is not 

quite a direct performance of the wishes of the controller, but almost. The gap is 

bridged by words - suggestions, persuasions, orders - in fact, ñno control machine 

so far devised can operate without words.ò45 

Interestingly, when discussing the machines that correspond to each society, 

Deleuze associates the cybernetic machines and computers, which do operate 

without words. Still, he makes specific reference to the ñdigital language of 

controlò46 and ñcodes,ò which is suggestive of ñorder-words.ò Order-words are not 

imperative statements, but a function of language that connects the words to social 

acts or obligations. They describe J. L. Austinôs performative utterances, but also 

promises, questions, and situations in which a declaration is effective because of 

the particular material circumstances in which it is made.47 Deleuze also aligned 

order-words with information, inasmuch as the order-word is the means by which 

ñyou are told what you are supposed to believe,ò ultimately concluding that 

ñinformation is exactly the system of control.ò48 

Paranoia pervades Burroughsôs text, ñThe Limits of Controlò, which announces its 

interest in ñtechniques of mind controlò49 in the very first sentence. He seems 

fixated on controllers, asking of America ñWho actually controls this country?ò50 and 

then proceeding to venture an answer. The sense I have from ñPostscriptò, on the 

other hand, is that control is not simply a relation between controllers and the 

controlled, but control is autonomous and ubiquitous, having a force of its own, 

without any necessary sovereign intention. 

Can this difference in control (directed versus autonomous) be explained by the 

introduction of computers and algorithmic automation? Not entirely. Deleuze 

emphasizes that a machine is not determinative of the society it corresponds to, 

 

43 William S. Burroughs, ñThe Limits of Control,ò ed. Sylvere Lotringer, Semiotext(e): Schizo-Culture 
III, no. 2 (1978): 38.  

44 Burroughs, ñThe Limits of Control,ò 38.  

45 Burroughs, ñThe Limits of Control,ò 38.  

46 Deleuze, ñPostscript on Control Societies,ò 180. ñnumerical language of controlò.  

47 Gilles Deleuze and Félix Guattari, A Thousand Plateaus: Capitalism and Schizophrenia 
(Minneapolis: University of Minnesota Press, 1987), 79ï82.  

48 Deleuze and Lapoujade, ñWhat Is the Creative Act?ò 321.  

49 Burroughs, ñThe Limits of Control,ò 38.  

50 Burroughs, ñThe Limits of Control,ò 41.  
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but rather ñthey express the social forms capable of producing them and making 

use of themò51 and so in order to begin understanding what they do, one would 

have to ñanalyze the collective apparatuses of which the machines are just one 

component.ò52 The development of these new cybernetic machines - coming after 

the thermodynamic machines of disciplinary societies - is ñdeeply rooted in a 

mutation of capitalism,ò in which production centers are globally dispersed to the 

Third World, displaced by a ñmetaproductionò53 in the form of finance, logistics, 

marketing, and other services. If there is a difference in control, it is not 

fundamentally because of technology, but because of power; or as Deleuze said in 

a conversation with Foucault 18 years earlier, ñit is clear who exploits, who profits, 

and who governs, but power nevertheless remains something more diffuse.ò54 

Even still, technology plays a fundamental role in the diffuse exercise of power, as 

we can see in a hypothetical, practical example, in the final section, of a control 

mechanism that could track the position of any ñanimal in a reserveò or ñhuman in a 

corporationò55. Coming from the imagination of Felix Guattari, this tracking 

mechanism is an electronic access card (Figure 2), which is able to position an 

individual in space and time, thereby allowing or prohibiting access somewhere 

based on some set of rules, potentially changing in real time. The important thing is 

ñnot the barrier but the computer that tracks each personôs position,ò56 setting up an 

asymmetry between the world of things and the world of data, where one is 

governed by the other.57 

 

51 Deleuze, ñPostscript on Control Societies,ò 180. ñthey express those social forms capable of 
generating them and using themò.  

52 Gilles Deleuze and Tony Negri, ñControl and Becoming,ò in Negotiations, 1972-1990, European 
Perspectives (New York: Columbia University Press, 1995), 175.  

53 Deleuze, ñPostscript on Control Societies,ò 181. ñhigher-order productionò.  

54 Michel Foucault and Gilles Deleuze, ñIntellectuals and Power,ò in Language, Counter-Memory, 
Practice: Selected Essays and Interviews, 1. printing, Cornell paperbacks, [Nachdr.], Cornell 
Paperbacks (Ithaca, NY: Cornell Univ. Press, 1980), 214.  

55 Deleuze, ñPostscript on the Societies of Control,ò 7. ñanimal in a game reserve, a man in a 
businessò.  

56 Deleuze, ñPostscript on the Societies of Control,ò 7. ñit doesnôt depend on the barrier but on the 
computer that is making sure everyone is in a permissible placeò.  

57 This project was affected by the context it describes. One example: in the course of my PhD 
research, my studio access was revoked during a period of construction and now my access card 
doesnôt have the permission to open any of the many locked doors in The Stables - a restoration of 
the Victorian Police mounted branch horse stables as the new studio spaces. 
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Figure 2:The access cards that I have acquired over the past few years at various Australian 
universities. 
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As a writer of software, I naturally see this image from Guattari as a spatial 

manifestation of a conditional statement ð if this person has access then open this 

barrier ð which raises questions of the boundary of the program as a whole and 

the operating system in which it is running. And to even begin to form a response, 

weôd have to ñanalyze the collective apparatuses of which the machines are just 

one component,ò from war to biometrics. In other words, a person óon the groundô 

is just one component in a larger system of heterogenous, interconnected 

components; and while the effects of control are materially felt by, for example, the 

one who is blocked, the locus of control is dispersed and most often invisible. 

Wendy Hui-Kyong Chun warns that Deleuzeôs persuasive text has become 

something of a self-fulfilling prophecy, imagining that control systems are more 

pervasive and effective than they are, a reading that gives them too much power in 

our imaginations, which is then realized in time. Chun would rather we focus on the 

technology, not to fetishize it, but ñto insist on the failure and the actual operations 

of technology,ò58 which are largely absent from ñPostscript.ò The gate locks up, the 

computer system crashes, the access card gets corrupted, or the reader is simply 

out of service. There are so many parts of the apparatus that can and do go wrong 

- I have often drawn attention to these moments in my work, such as Googleôs 

misunderstanding of my words in s2t, or YouTubeôs automated cease and desist 

letters to my automated monochrome videos, both of which are discussed in the 

final chapter. These errors donôt take away from ñPostscriptò but suggest some 

methods for working against control. 

ñPostscriptò leaves me uncertain in terms of how it understands the persistence of 

industrial exploitation (in the service of high tech economies). Iôve already noted 

the overlapping periodization of discipline and control, even the vacillation between 

the two. And with capitalist restructuring of production, Deleuze gestures towards a 

spatial redistribution of discipline according to the demands of control. For millions 

of imprisoned Americans or for Chinese iPhone assembly workers, sites of 

discipline certainly didnôt just go away. In fact, Deleuze remarks that ñone thingò 

that ñhasnôt changedò is that ñcapitalism still keeps three-quarters of humanity in 

extreme poverty, too poor to have debts and too numerous to be confined.ò59 So 

what is the status of this impoverished majority in a control society? Deleuze 

leaves the question open, as something that control will have to ódeal withô, and by 

writing ñman is no longer man enclosed, but man in debt,ò60 he seems to suggest 

 

58 Chun, Control and Freedom, 9.  

59 Deleuze, ñPostscript on Control Societies,ò 181. ñItôs true that capitalism has retained as a 
constant the extreme poverty of three quarters of humanity, too poor for debt, too numerous for 
confinementò.  

60 Deleuze, ñPostscript on the Societies of Control,ò 6. ñA man is no longer a man confined but a 
man in debtò.  
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that control is a ófirst-world problem.ô At the very least, it operates differently in 

different places and at different times. 
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Automatic Societies 

The measurement of the global annual temperature anomaly began rising above 

0°C beginning in the early 1970s and has never returned. In that same period, 

productivity began to pull away from wages, leading to similarly rising inequality. 

The effects of a warming planet are as unevenly distributed as the accumulated 

wealth, with the destructive weather, potable water shortages, and toxic 

landscapes barely touching the lives of the hyper-mobile wealthy. Itôs clear that 

economic inequality is related to climate change in their effects; but are they also 

both symptoms of the same cause? One might simply say ñyes, capitalism,ò but 

capitalism pre-exists the acceleration of both of these trends. McKenzie Wark even 

raises the question, ñWhat if this is not capitalism any more, but something 

worse?ò61 as a consequence of the development of information since the Second 

World War. Is it something about information that is driving both a warming planet 

and an extreme concentration of wealth? 

Here, I am approaching a discussion of the Anthropocene, which is a widely used 

but unofficial term for describing the present geological era in which the climate, 

geology, and ecosystems of the Earth are significantly altered by human activity. 

There is disagreement about the start date, the dominant cause and even the 

name, and I am not going to provide an overview here, but I will simply mention 

that both the environmental effects (for example, the rise in temperatures or the 

reduction of insect biomass) and social awareness (measured by the amount of 

research or the number of mentions in popular media) of the Anthropocene have 

accelerated in tandem with one another, particularly over the past 40 years. 

òThe Anthropocene era,ò Bernard Stiegler writes, ñis that of industrial capitalism, an 

era in which calculation prevails over every other criteria of decision-making, and 

where algorithmic and mechanical becoming is concretized and materialized as 

logical automation and automatism,ò suggesting both a continuity with a process 

that began with the industrial revolution and a break, or acceleration, in the 

intervening algorithmic revolution. He continues by saying that this amplification of 

calculation ushers in ñthe advent of nihilism, as computational society becomes an 

automatic and remotely controlled society.ò62 This nihilism, this devaluation of all 

 

61 McKenzie Wark, ñWhat If This Is Not Capitalism Any More, but Something Worse? NPS Plenary 
Lecture, APSA 2015, Philadelphia, PA,ò New Political Science 39, no. 1 (January 2017): 58ï66, 
doi:10.1080/07393148.2017.1278846.  

62 Bernard Stiegler, ñAutomatic Society 1: The Future of Work - Introduction,ò trans. Daniel Ross, La 
Deleuziana Online Journal of Philosophy 1 (2015): 130, http://www.ladeleuziana.org/wp-
content/uploads/2015/05/Stiegler.pdf.  

https://doi.org/10.1080/07393148.2017.1278846
http://www.ladeleuziana.org/wp-content/uploads/2015/05/Stiegler.pdf
http://www.ladeleuziana.org/wp-content/uploads/2015/05/Stiegler.pdf
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values or ñthe negation of knowledge itself,ò63 refers to the destruction of individual 

and collective óprotentionsô ð our orientation towards or creative anticipation of the 

future ð in much the same way that Antoinette Rouvroy has described algorithmic 

governmentalityôs short-circuiting of reflection, deliberation, and critique. 

Steigler puts it in different terms: a ñcollapse of reasonò occurs because the 

network, in spite of its massive distances, operates at a speed millions of times 

faster than the human body. Computers are perfectly capable of analyzing data 

(which pours in from all over the world, including through the actions of individuals) 

but, Stiegler argues, òit is not possible to calculate the future.ò This doesnôt mean 

that computation is unable to make predictions about what will happen ð it does, 

and it often does so very effectively ð but rather that such calculations reduce the 

future to a matter of probabilities. When the future is treated in this way, it 

obliterates the ôimprobableô dimension of futurity, and since this dimension is the 

one incalculable thing, it is precisely that which is attenuated at every step by 

computation.64 Moreover, it ñstructural[ly] eliminat[es] conflicts, disagreements and 

controversies.ò65 

While óthe completion of nihilismô and óa collapse of reasonô are deeply troubling 

consequences of automaticity, Stiegler isnôt setting up an anti-technology platform 

in order to make simple oppositions such as autonomy and automation or human 

and technology. On the contrary, his growing philosophical project is based on the 

fundamental place of technics in human existence. The idea of recovering the 

human makes practically no sense within this framework, because what it means 

to be human is completely imbricated in technological development. Unlike other 

species, humans developed ña system of inheritance based not on the 

transmission of genes but of technical artefacts,ò66 an idea which recasts the 

technical world as a kind of environmental DNA, which plays as much of a role in 

shaping the potentialities of an individual or collective as their genetic codes. 

Technics, for Stiegler, is the exteriorization of knowledge. One significant instance 

of this is the exteriorisation of memory into ótertiary retentions,ô an extension of 

Edmund Husserlôs primary retentions (how one retains and understands in the 

present moment) and secondary retentions (in which memory is drawn upon). 

Tertiary retentions are no longer in oneôs head, but exteriorised, spatialised, and 

 

63 Stiegler, ñAutomatic Society 1,ò 136.  

64 Stiegler and Nony, ñBernard Stiegler on Automatic Society,ò 17.  

65 Stiegler, ñAutomatic Society 1,ò 139. This quote introduces a quotation of Evgeny Morozov.  

66 Bernard Stiegler and Pieter Lemmens, ñóThis System Does Not Produce Pleasure Anymoreô An 
Interview with Bernard Stiegler,ò Krisis, no. 1 (2011): 36, http://krisis.eu/wp-
content/uploads/2017/01/krisis-2011-1-00-complete-issue.pdf?  

http://krisis.eu/wp-content/uploads/2017/01/krisis-2011-1-00-complete-issue.pdf?
http://krisis.eu/wp-content/uploads/2017/01/krisis-2011-1-00-complete-issue.pdf?
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detemporalised.67 They are written on paper, etched in stone, or stored in hard 

disks. 

Now, while this exteriorisation isnôt problematic as such, it becomes 

proletarianisation when it results in a ñloss of knowledge and know-how (savoir-

faire) in individuals and collectives.ò68 Paradoxically, ñknowledge can be constituted 

only through its exteriorization,ò69 which reveals the pharmacological nature of 

technology, or its tendency to function as both poison and cure. At first, the 

exteriorisation is destructive, it results in a loss of knowledge, in a loss of 

individuation, in a dependency on the technology; but then, in ñthe second moment 

of epochality of technics,ò70 the new capacities introduced by automatization are 

incorporated into individual and collective life such that new modes of individuation 

are formed. In other words, ñif you want to become an autonomous pianist you 

must form your body into such a thing like the piano.ò71 Proletarianisation is not 

(necessarily) a terminal condition, but one phase in an ongoing process guided by 

the interrelated dynamics of autonomy and heteronymy. 

Although the term seems to explicitly refer to the proletariat of the industrial era 

whose manual skills were lost as they were mechanized, Stiegler insists that 

proletarianisation is as old as technics itself.72 Furthermore, proletarianisation 

underscores the fact that technics isnôt simply a modification of the world via the 

production of new things, but a corresponding modification of the brain in response 

to the technical apparatus within which it operates. In its present manifestation, 

digital tertiary retention ð Rouvroyôs algorithmic reality ð is the ñcurrent operator 

of proletarianization,ò short-circuiting our ñfaculties of theorization and deliberation.ò 

He locates us now ña step beyondò Deleuzeôs control society, where òtotal 

automationò has established a òhyper-industrialé hyper-control.ò73 In short, the 

 

67 Antoinette Rouvroy and Bernard Stiegler, ñThe Digital Regime of Truth: From the Algorithmic 
Governmentality to a New Rule of Law,ò trans. Anaµs Nony and Beno´t Dillet, La Deleuziana Online 
Journal of Philosophy 3 (2016): 20, http://www.ladeleuziana.org/wp-
content/uploads/2016/12/Rouvroy-Stiegler_eng.pdf.  

68 Stiegler and Lemmens, ñóThis System Does Not Produce Pleasure Anymoreô,ò 33.  

69 Bernard Stiegler, The Future of Work, trans. Daniel Ross, epub, Automatic Society, Bernard 
Stiegler ; volume 1 (Cambridge, UK Malden, MA: Polity Press, 2016). Section 16, although in a 
footnote Stiegler points out that he makes this argument repeatedly through his work.  

70 Stiegler and Lemmens, ñóThis System Does Not Produce Pleasure Anymoreô,ò 36.  

71 Stiegler and Nony, ñBernard Stiegler on Automatic Society,ò 16.  

72 Stiegler and Lemmens, ñóThis System Does Not Produce Pleasure Anymoreô,ò 37.  

73 Stiegler, The Future of Work. Section 18, except for ñtotal automation,ò which is from section 14.  

http://www.ladeleuziana.org/wp-content/uploads/2016/12/Rouvroy-Stiegler_eng.pdf
http://www.ladeleuziana.org/wp-content/uploads/2016/12/Rouvroy-Stiegler_eng.pdf
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consumerist drive of the ôdata economyô produces a proletarianisation of the user 

and sends the planet hurtling towards òentropic catastrophe.ò 

One ambition of Stieglerôs project in The Future of Work is to ñproposeò74 a different 

way of structuring the digitalôs total automatization to exit the Anthropocene, in a 

process he calls the Neganthropocene. Countering the unchecked entropy of the 

profit-driven and data-driven automatic society will require the production of our 

capacities for negentropy and disautomatization. What this means is probably 

familiar: ñnew critique and new propositions, and also practical propositionsò or 

even dreaming, which he defines as the time for creating new configurations of 

retentions.75 What is less familiar is how to approach these ambitions against a 

totalizing technical apparatus whose very design preempts such approaches; but 

also how to make use of and incorporate these same automatizations in the 

service of this negentropic disautomatization. In the next chapter, I look at one 

operator of total automation: opaque, non-linear systems under the name of the 

Black Box. 

 

74 Stiegler, ñAutomatic Society 1,ò 128.  

75 Stiegler and Nony, ñBernard Stiegler on Automatic Society,ò 17.  
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Black Boxes 

In late 2001, after the terrorist attack on the World Trade Center, I was laid off from 

a computer programming job because the company I worked for was located in a 

part of Manhattan that was blocked off during recovery and cleanup efforts. Around 

this time on the other side of the world, Monash University was hosting a 

conference called Second Iteration: emergence, which explored the relationship 

between generative processes, creativity, and artistic practices.76 For the 

conference proceedings, Jon McCormack and Alan Dorin published their paper, 

ñArt, emergence, and the computational sublime,ò providing one of the early 

internet-era theorizations of generative art. 

In Morningside Heights ð where I knew nothing about the conference ð I visited 

Labyrinth Books and a street bookseller on Broadway nearly every day, spending 

my unemployment reading and building a library. One of the books I bought at the 

time was The Philosophy of Artificial Life, edited by Margaret Boden, which 

mapped the contours of a field initially named and unified by Christopher Langtonôs 

1987 conference paper, ñArtificial Life,ò reprinted as the first chapter of Bodenôs 

collection. Although the book didnôt specifically discuss something called 

ñgenerative art,ò its essays were part of the same emerging field as the Monash 

conference, which itself named ñArtificial Lifeò (hereafter, A-Life) and many 

subcategories of A-Life, such as cellular automata and genetic algorithms, as 

topics of interest. Prior to any encounter with generative art, in other words, I had 

already become familiar with its underlying concepts - through an encounter with 

A-Life. 

 

76 See http://users.monash.edu/~iterate/SI/about.html (Accessed 24 March 2018) 
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Figure 3: Screengrab of Rodney Brooks from óMITôs Cog (1)ô on YouTube.com. 

 

 

The ógenerativeô is absolutely essential to an understanding of A-Life, as distinct 

from classical Artificial Intelligence (AI). Whereas classical AI uses symbolic 

representations of the world, imposed by an external programmer, there are no 

such schema provided to the system in A-Life, which instead generates its own 

óintelligenceô autonomously.77 Rodney Brooks (Figure 3) for instance, argued that 

the classical AI approach to building a robot would model the world explicitly in its 

óbrain,ô ultimately failing in cases of sensor malfunction or unpredictability in the 

environment. A ñnew approach,ò inspired by the routinized behavior of both people 

and animals, would short-circuit the elaborate model entirely in favor of 

interconnected networks of elements, like a nervous system without a brain. 

Significantly, rather than have an isolated, Cartesian, computational brain, in this 

 

77 Margaret A. Boden, ed., The Philosophy of Artificial Life, Oxford Readings in Philosophy (Oxford ; 
New York: Oxford University Press, 1996), 3.  
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approach, the òboundary between computation and the world was harder to draw 

as the systems relied heavily on the dynamics of their interactions with the world.ò78 

 

 

Figure 4: Flocking boids image created by Craig W. Reynolds at the Graphics Division of 
Symbolics, Inc. From Craig W. Reynolds, ñFlocks, Herds, and Schools: A Distributed Behavioral 
Model,ò in ACM SIGGRAPH ô87, vol. 21(4) (Anaheim, California: Computer Graphics, 1987), 25ï34, 
http://www.cs.toronto.edu/~dt/siggraph97-course/cwr87/. 

 

While the technical details of how A-Life works in robotics or genetic algorithms is 

outside of the scope of this research, Iôll summarize one example from Langtonôs 

paper that can serve as an illustration. In 1987, Craig Reynolds created a computer 

graphics simulation of flocking behavior (Figure 4) that seemed lifelike in the way 

that the individual óBoidsô avoided obstacles and each other while moving around 

their virtual environment in a way that didnôt appear to be scripted in advance. 

Although one might reasonably assume that the computer code to produce such a 

complex animation would be similarly complicated, it turns out to have been 

produced not by scripting the entirety of the flocking behavior but instead by giving 

simple rules (try to go as fast as your neighbors, try not to collide with your 

neighbors, and try to follow the crowd) to each member of the flock. As these 

simple rules interact with each other and the environment, the emergent flocking 

 

78 Rodney Allen Brooks, Cambrian Intelligence: The Early History of the New AI (Cambridge, MA: 
MIT Press, 1999), 63ï68. Quote from p.68.  

http://www.cs.toronto.edu/~dt/siggraph97-course/cwr87/
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behavior is generated.79 This particular application has since been used in many 

action movies, typically where the hero is pursued by a swarm of some kind of 

animal, and Reynolds himself is now working as a software engineer for testing 

self-driving vehicles, a topic that I will return to later. 

Langton attributes this paradox of simple complexity to the difference between 

linear and non-linear systems. Whereas a linear system can be understood by 

breaking the system down into its constituent parts and looking at them in isolation, 

itôs impossible to comprehend a non-linear system through such an analytical 

method because looking at the parts in isolation fails to account for òthe key feature 

of non-linear systemsé the interactions between parts.ò Instead, non-linear 

systems are best understood through òsynthesis,ñ or simulating the system from 

smaller parts rather than breaking the system down.80 This approach already 

anticipates the more recent cultural anxiety around contemporary AI ð which, I 

must emphasize, is actually closer to A-Life than classical AI ð that ñno one really 

knows how the most advanced algorithms do what they do.ò81 While a traditional 

procedural algorithm in which instructions are followed in a linear fashion, one after 

the other, may be complicated, it is ultimately understandable because one can 

reconstruct or predict the trajectory from input to output; but a non-linear system 

doesnôt allow for this kind of understanding, some of its most essential parts only 

coming into existence in the performance of the system itself, giving rise to the 

notion of the system as a kind of black box. 

In the same way that the logical structure of a machine can be abstracted from its 

material form, and how the algorithm can be conceived of independently of the 

particular computer or even language in which it might be implemented, A-Life 

considers life itself as a ñlogic,ò thus opening the doors to the synthesis of life in an 

òalternative mediumò such as the computer.82 Langton eventually formalizes this 

distinction as ñgenotype/phenotype,ò the distinction ñbetween a specification of 

machinery ð the genotype ð and the behavior of that machinery ð the 

phenotype.ò83 This framework separating logic from behavior is present across the 

entirety of the recent generative art discourse, and not only in the evolutionary sub-

type that explicitly uses genetic concepts, such as Karl Simsôs Galapagos. 

 

79 Christopher Langton, ñArtificial Life,ò in The Philosophy of Artificial Life, Oxford Readings in 
Philosophy (Oxford ; New York: Oxford University Press, 1996), 66.  

80 Langton, ñArtificial Life,ò 53.  

81 Will Knight, ñThe Dark Secret at the Heart of AI,ò MIT Technology Review, April 2017, 
https://www.technologyreview.com/s/604087/the-dark-secret-at-the-heart-of-ai/.  

82 Langton, ñArtificial Life,ò 50.  

83 Langton, ñArtificial Life,ò 55.  

https://www.technologyreview.com/s/604087/the-dark-secret-at-the-heart-of-ai/
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Galanterôs definition of generative art distinguishes between ña system with 

functional autonomyò and ña completed work of art.ò McCormack et al. discuss the 

òtwo aspectsò of a generative artwork, ñthe process underlying the artwork and the 

sensory artifacts it produces.ò84 For Boden and Edmonds, it can be distilled to 

ñrulesñ and ñwhat they might generate.ò85 All of these distinctions86 echo that one 

between genotype and phenotype, between the genetic makeup and the 

observable features of an organism (or, in this case, an artwork). Not all generative 

artwork specifically acknowledges itself as organism, even if etymologically, 

ñgenerativeò is imbued with a quality of reproduction, but Langton explicitly 

expanded this framework to operate inònon-biological situationsò by opening up the 

terms to ñgeneralized genotypeò and ñgeneralized phenotype,ò or the òspecification 

for a set of machinesò and ñthe behavior that results when the machines are run.ò87 

To ñrunò a machine, in the space of computers, means to execute a program. In the 

days of paper tape, a program was punched into the tape, which was subsequently 

run through the machine. This is, of course, something that occurs over time, much 

like running a race has a starting point and then should terminate when some finish 

point has been reached. Today, running a program is often less goal-oriented and 

it will run for hours or even years on end, shifting the sense of ñrunò towards 

something more like the flow of a river than some kind of race. The interrelated 

systems of Facebook are a long way away from a singular, automated calculation 

ð we know that Facebook is running but we may not know when it stops (or even, 

exactly, when it started). 

This emphasis on the time of execution is not incidental to the use of computers 

(which have programs that are run) but an essential feature of non-linear systems: 

one cannot know what the outcome of some rules will be simply by inspecting the 

rules. Those rules must be performed, the machine must be run. Computability 

theory offers an interesting problem for reflecting on the importance of the ñrun,ò 

which is called the halting problem. Given some program and some input, will the 

program ever finish or will it run forever? Alan Turing proved that there is no 

 

84 McCormack et al., ñTen Questions Concerning Generative Computer Art,ò 137.  

85 Boden and Edmonds, ñWhat Is Generative Art?ò 26.  

86 Interestingly, a similar bifurcation (not between rules and outcome, but between rules-as-idea and 
the machinic implementation of the rules) was specifically noted by Allen Newell and Herbert Simon 
as they were struggling to demonstrate their Logic Theorist. What they named the ñrealization 
problemò was the difficulty in translating the specification for an abstract, nonlinear system into 
circuitry, acknowledging that this construction might potentially take on any number of forms., A. 
Newell and H. Simon, ñThe Logic Theory MachineïA Complex Information Processing System,ò 
IEEE Transactions on Information Theory 2, no. 3 (September 1956): 62, 
doi:10.1109/TIT.1956.1056797 

87 Langton, ñArtificial Life,ò 56.  

https://doi.org/10.1109/TIT.1956.1056797
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machine that can definitively answer this question. The best it could do is emulate 

the program, or run it itself to see what happens, but then it has the exact same 

problem as before[Described in Langton,88 p. 46] Newell and Simon discuss 

studying complex systems by running and re-running them ñunder a range of initial 

and boundary conditions.ò89 Not every computer program, however, has this 

degree of contingency. Those programs that embody the ñsingularly serial and 

centralized control structures associated with the machines of our inventionò most 

often operate predictably, whereas those that are, like life, ñexceedingly parallel 

and distributedò tend to behave in surprising ways.90 Given both neural networks, 

which are intentionally deploying life-like methods and metaphors, and the context 

of networked systems and platforms, which are incidentally life-like in their 

interactions, the notion of the computer as a simple-machine has become 

increasingly archaic. 

The further a system drifts from a sequence of instructions and towards a Black 

Box, the more autonomy we attribute to the system. Given a Black Box, we no 

longer try to understand its essence but rather its performance, if only because it is 

more likely our intuitive grasp of what the Box does will be more useful in 

describing the system and anticipating its future behavior than our apprehension of 

what the black box is. The Black Boxôs autonomy, a refracted image of our 

frustrated analytical understanding, is realized as surprise or a threat when the 

black box creates something ônew,ô like when the Google Translate AI ñinventedò its 

own language.91 Notions of authorship and responsibility, typically attributed to an 

individual or group subject, are destabilized, drawn towards the presence of this 

autonomous Black Box. Crucially, however, the Black Box cannot wholly absorb 

authorship or responsibility ð even if they are dispersed, these culturally-

constructed notions still seem to require a human somewhere in the mix.92 The way 

 

88 ñArtificial Life.ò 

89 Newell and Simon, ñThe Logic Theory MachineïA Complex Information Processing System,ò 62.  

90 Langton, ñArtificial Life,ò 55.  

91 A story about an autonomous AI is reliable way to attract attention, playing on humansô 
fascination and fear of accelerating technological change. This new language was not readable or 
in any way usable by humans and was more of an intermediate state of the neural network. This 
isnôt to say what happened isnôt interesting ð it is ð but rather that it was described in tantalizing 
terms that anthropomorphize the technology. Then again, given that we are in a field with neural 
networks and artificial intelligence, the rhetoric of inventing a language is not totally surprising. 
https://www.newscientist.com/article/2114748-google-translate-ai-invents-its-own-language-to-
translate-with/ (Accessed 25 March 2018) 

92 Cliff Kuang, ñCan A.I. Be Taught to Explain Itself?ò The New York Times, November 2017, 
https://www.nytimes.com/2017/11/21/magazine/can-ai-be-taught-to-explain-itself.html mentions that 
the European Union ñwill begin enforcing a law requiring that any decision made by a machine be 

https://www.nytimes.com/2017/11/21/magazine/can-ai-be-taught-to-explain-itself.html
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we acquire knowledge of a Black Box is closer to the way we might understand a 

pet ð by playing with it, watching it, seeing how it changes over time, all along 

accepting a certain fundamental unknowability ð than how we would understand a 

mechanical watch ð by taking it apart, studying the parts, and putting it back 

together.93 

In his 1956 An Introduction to Cybernetics, W. Ross Ashby devoted a pivotal 

chapter to the Black Box, discussing situations in which the entirety of a system is 

not directly observable. This Problem of the Black Box refers to an experimental 

setup where an electrical engineer tries to deduce as much as they can from a 

sealed box, given only access to input and output terminals and commonplace 

electronics tools. Ashby radically expanded the scope of the concept, emphasizing 

that ñthe theory of Black Boxes is practically coextensive with that of everyday life,ò 

which effectively subsumed everything, even the most opaque, within the purview 

of cybernetics. This was not a revolutionary transformation in the material world, 

however, but simply a new hypothesis: ñreal objects are in fact all Black Boxes, and 

é we have in fact been operating with Black Boxes all our lives.ò94 

It was already understood that an electronic circuit might be a Black Box; and it 

wasnôt a stretch to consider that a machine might also be one; but already in the 

first page of the chapter, Ashby applies the concept to living things ð albeit 

conspicuously other living things ð such as ña rat in a mazeò and ña patient with 

brain damage and aphasia;ò95 and eventually, ña brain.ò96 So, while cybernetics has 

given the language for describing A-Life (or any form of non-linear computation that 

humans do not understand) as a Black Box, in that same moment it also reframed 

everything else as Black Boxes, humans included. Therefore, when Langton 

discusses the potential for using computer technology to create ñlife in silico,ò97 I 

 

readily explainableò, which ultimately assumes a chain of responsibility can be traced through the 
code to the software engineers. 

93 Although Ashby, who I discuss next, would perhaps even insist that the watch is also a Black 
Box: ñAt first we are apt to think, for instance, that a bicycle is not a Black Box, for we can see every 
connecting link. We delude ourselves, however. The ultimate links between pedal and wheel are 
those interatomic forces that hold the particles of metal together; of these we see nothing, and the 
child who learns to ride can become competent merely with the knowledge that pressure on the 
pedals makes the wheels go round.ò William Ross Ashby, An Introduction to Cybernetics (New 
York: J. Wiley, 1956), 110 

94 Ashby, An Introduction to Cybernetics, 110.  

95 Ashby, An Introduction to Cybernetics, 86.  

96 Ashby, An Introduction to Cybernetics, 113.  

97 Langton, ñArtificial Life,ò 50.  
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think not simply of simulations of lifelike behaviors on a computer screen, but also 

of our actual lives lived in data centers. 

A personôs òdigital footprintsò can be used by machine learning algorithms to 

predict more intimate traits (sexual orientation deduced from public profile 

photographs, for instance).98 Even though these footprints are only an incomplete 

picture of the individual, who is effectively a Black Box, they are often enough to 

make probabilistic deductions. And while one might object to such a conclusion 

because there will be exceptions and false positives, because people are 

complicated, or because that the training data already has assumptions built into it, 

this looseness and imprecision is exactly the point. These Black Box systems that 

couple with Black Box humans operate through patterns and probabilities, not 

absolute accuracy in individual cases. 

 

98 Yilun Wang and Michal Kosinski, ñDeep Neural Networks Are More Accurate Than Humans at 
Detecting Sexual Orientation from Facial Images.ò (PsyArXiv, 2017), doi:10.17605/OSF.IO/HV28A.  

https://doi.org/10.17605/OSF.IO/HV28A
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Facebook 

Part of the power of Deleuzeôs ñPostscriptò is that even though it was written when 

Mark Zuckerberg was only six years old, its observations and speculations 

anticipate Facebook and a world reshaped by social media. As I write this 

sentence, Facebook has two billion monthly users99 and revenue of $9 billion per 

quarter100, but these are just numbers. Zuckerbergôs statement that, ñin a lot of 

ways Facebook is more like a government than a traditional company,ò101 tells us 

something about the scale of the company in the social and corporate imaginary. In 

truth, there is nothing in ñPostscriptò that predicts this; instead, itôs that some of the 

details seem so familiar. 

Deleuze writes that we have become snakes ñin the way we live and in our 

relations with other people,ò102 meaning that because there is no real spatial and 

temporal separation between different spheres of life (home, work, school, etc.) we 

are shifting roles, constantly, on a moment by moment basis. For some time, these 

distinct spheres were replicated on the Internet, through bulletin boards, chat 

channels, and online forums. Although moving between these early digital spaces 

was much more rapid than, for example, taking the train from work to a concert, 

they were still separate in that one could construct a different identity within each 

space. More than simply attracting hundreds of millions of users onto its platform, 

Facebook colonized these spaces, ultimately reformatting them into generic 

ñpagesò, ñgroupsò, ñcommunitiesò, or just regions of the ñsocial graph.ò So when 

Deleuze says that ñsurfing has taken over from all the old sportsò103, it didnôt 

anticipate óweb surfingô so much as the virtuosity required in order to slip between 

different spaces, communities, and subjectivities as a single Facebook user. 

The enforced singularity of the user is most likely a product of Facebookôs revenue 

model ð where banks of data facilitates the sale of targeted advertisements ð but 

it has been defended on ethical rather than financial terms. Zuckerbergôs opinion 

 

99 Mark Zuckerberg. Facebook status update. 
https://www.facebook.com/zuck/posts/10103831654565331 (accessed January 7, 2018) 

100 As of Second Quarter 2017. 

101 David Kirkpatrick, The Facebook Effect: The Inside Story of the Company That Is Connecting the 
World, 1st Simon & Schuster trade pbk. ed (New York: Simon & Schuster Paperbacks, 2011), 254.  

102 Deleuze, ñPostscript on Control Societies,ò 180. ñin our manner of living and in our relations with 
othersò.  

103 Deleuze, ñPostscript on Control Societies,ò 180. ñEverywhere surfing has already replaced the 
older sportsò.  
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that ñhaving two identities for yourself is an example of a lack of integrityò104 has 

emerged in tandem with a Facebook policy requiring users to use óreal names.ô In 

ñWhat names are allowed on Facebook?,ò105 the company makes two potentially 

contradictory demands: firstly, ñthe name on your profile should be the name that 

your friends call you in everyday life,ò which already makes cultural assumptions 

that oneôs name is consistent across their every day; and secondly, ñthis name 

should also appear on an ID or document from our ID list,ò which of course might 

have no relation whatsoever to the first. The ultimate requirement, however, is 

simply that ñpretending to be anything or anyone isnôt allowed.ò 

In website development, policies such as these are called óbusiness logicô when 

they are translated into code requirements. If the policy determines, for example, 

that a name should be a maximum of three words and the software is built in such 

a way that it is incapable of recording longer names, then cultural bias is enforced 

at the level of code. Indigenous people, drag queens, and political activists, among 

others,106 have come up against different aspects of this policy with consequences 

for those users ranging from insulting to life-threatening. If one examines 

Facebookôs accepted forms of identification107 Facebookôs ambition to accurately 

connect each account to external data sets (travel, medical, credit, educational, 

etc.) becomes more clear. Moreover, a Facebook account, the integrity of which is 

guaranteed by a ñpassword,ò becomes a new form of identification, a digital visa, 

used to authenticate for services across the Internet. 

Restricting access in this way is reminiscent of Guattariôs imaginary barrier, or 

Deleuzeôs assertion that the ñdigital language of control is made up of codes 

indicating whether access to some information should be allowed or denied,ò but 

access control tends to be more subtle in algorithmic contexts. Rather than 

experience the rejection of attempting to access something for which they donôt 

have permission, a person will typically only experience that which they do. If the 

barrier isnôt experienced as a barrier, itôs because it isnôt seen as a door but a wall. 

 

104 Kirkpatrick, The Facebook Effect, 199.  

105 ñWhat Names Are Allowed on Facebook?ò Facebook. 
https://www.facebook.com/help/112146705538576 (accessed January 7, 2018) 

106 ñFacebook real-name policy controversy.ò Wikipedia. 
https://en.wikipedia.org/wiki/Facebook_real-name_policy_controversy. Last edited January 5, 2018 
(accessed January 7, 2018) 

107 ñWhat types of ID does Facebook accept?ò Facebook. 
https://www.facebook.com/help/159096464162185 (accessed January 7, 2018). ñBirth certificate, 
Driverôs license, Passport, Marriage certificate, Official name change paperwork, Personal or 
vehicle insurance card, Non-driverôs government ID, Green card, residence permit or immigration 
papers, Tribal identification or status card, Voter ID card, Family certificate, Visa, National age card, 
Immigration registration card, Tax identification cardò 
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There are no doors in a control society ð or rather, there is only one heavily 

guarded door that enters into an open plan space. 

Fieldnotes from the Cloud 

I traveled to Luleå, Sweden in the summer of 2012, to visit a new data centre that 

Facebook was building. So much of the physical infrastructure of computational 

capitalism, including the gargantuan buildings within which the data is stored, is 

tucked out of sight ð in a generic, windowless building, on the periphery of a city 

or, in this case, up near the Arctic Circle ð that at that time it felt important to óseeô 

a part of it. And since this new part was still in the process of construction, maybe 

visiting Luleå would be like seeing the parts of an unedited film, seeing it before the 

last of the cladding went on, before the security cameras were hooked up, and the 

fans started humming. At the same time, I knew perfectly well there would be 

nothing to see, that Facebook wouldnôt actually be there because it is everywhere. 

 

 

Figure 5: Construction site of the Facebook data centre, Luleå, Sweden. Sean Dockray, Fieldnotes 
from the Cloud, 2012. Video still. 

 

In my research for the trip, I came to understand that the data centre industry was 

extremely power hungry and drawn to the same locations as industrial factories 

from the previous century. Luleå, for example, was home to a steel mill and Google 

even repurposed an abandoned paper mill in Finland. Fibre-optic data 

communications traffic follows many of the same paths as the old undersea 

telegraphy cables. The industrial world was being re-inhabited by an information 
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world. It was said that Facebook was brought to Luleå by its cool temperatures, 

which was a nice environmentally-conscious story where the ambient air would 

cool the hot servers, but the determining factor was actually the cheap hydro-

electric power generated by the Lule River. 

 

 

Figure 6: Lule River, Sweden. Sean Dockray, Fieldnotes from the Cloud, 2012. Video still. 

 

 

Figure 7: SSAB steel mill, Luleå, Sweden. Sean Dockray, Fieldnotes from the Cloud, 2012. Video 
still. 
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Mines to the north of Luleå are connected by rail to the city, where the SSAB mill 

produce steel from the iron ore. The automation that I discuss throughout has 

spread throughout the mining industry and factory system (produced by companies 

like Siemans and the ABB Group) with driverless trucks and trains, camera vision, 

and robotic mechanisms to allow for continuous production. The hydroelectric 

plants along the Lule are virtually empty. Although the Facebook data centre 

brought with it the promise of jobs ï this was an investment by one of the most 

profitable companies in the world ï most of those jobs would only exist during the 

construction phase and even those were hemorrhaging as different techniques of 

offsite assembly were employed as a cost-cutting measure. When the job was 

done, the mammoth facility only employed about 150 people, with Zuckerberg 

seemingly torn (Figure 8) between being a job-creator or being a (jobs-destroying) 

technical-innovator. 

 

Figure 8: Mark Zuckerbergôs Facebook post of the inside of the Lule¬ data centre boasts that the 
ñsimplified designò of the facility and servers also minimizes labour requirements. 

 

The run of the powerful Lule is both a metaphor for the non-stop production of 

these virtually depeopled industries as well as the actual source of power that 

drives them along. Clocks donôt figure into these rhythms, the water doesnôt rest for 

the night and the servers are never turned off. And in these empty, whirring halls of 

data, billions of profiles are perpetually updated. Are the people attached to these 

profiles unwaged workers?108 Is the data centre a 21st century mine?109 

 

108 http://wagesforfacebook.com 

109 A more provocative question in 2012 when our data was being collected without a clear idea of 
what would be done with it or how it might create wealth, but after the Economist declared data to 
be ñthe worldôs most valuable resourceò on its cover in 2017, the answer became obvious - yes. 
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Critical 

In the early 1960s, a group of Italian Marxists developed an analysis arguing that 

the social relations of the factory were being generalized to all of society. This 

analysis developed throughout the decade, into the 1970s, leading some to focus 

on labor that was being left outside of the wage-relation because it was outside of 

the factory, not seen as work, such as housework. By 1992, Antonio Negri, a 

participant in these debates during the 60s and 70s, summed up two aspects of 

this ñnew phase of political historyé the subsumption of of the entire society in the 

process of capitalist accumulation and é the end of the centrality of of the factory 

working class as the site of emergence of revolutionary subjectivity.ò110 

Jacques Camatte, writing in 1972, explicitly connects subsumption to cybernetics: 

But the introduction of machinery transforms everything. Capital becomes the master of all the 

activity that the proletarian performs in the factory. Capital incorporates the human brain, 

appropriates it to itself, with the development of cybernetics; with computing, it creates its own 

language, on which human language must model itself etc.. Now it is not only the proletarians - 

those who produce surplus-value - who are subsumed under capital, but all men, the greater part 

of whom is proletarianized. It is the real domination over society, a domination in which all men 

ōŜŎƻƳŜǎ ǘƘŜ ǎƭŀǾŜǎ ƻŦ ŎŀǇƛǘŀƭΧ 

Thus it is no longer merely labour, a defined and particular moment of human, activity, that is 

subsumed and incorporated into capital, but the whole lifeprocess of man.111 

It is tempting to get lost down the rabbit holes of Marxist interpretations of 

subsumption, class composition, and valorization here, but for now I simply want to 

dwell for a moment on this widespread sense of subsumption, this sense that more 

and more of life feels controlled, commodified, or like work. Jonathan Craryôs Sleep 

argues that capital has progressively impinged upon even that period of nightly 

rest, viewing it as both unproductive and a potential frontier for expansion. And for 

computer users, this is immediately clear when the boundary between work and 

apparent leisure is no more than a finger twitch to switch virtual windows. But more 

than that, as Camatte and Tiqqun, in ñThe Cybernetic Hypothesis,ò remind us, it is 

not just that life becomes work, but that capitalôs language becomes our language, 

its forms of life become our forms of life, and so on. At one time, I might have said 

that there is no outside to capitalism and therefore it is impossible to find any 

 

110 Antonio Negri, ñInterpretation of the Class Situation Today: Methodological Aspects,ò in Open 
Marxism, Volume 2: Theory and Practice (London: Pluto Press, 1992), 69.  

111 Jacques Camatte, Capital and Community: The Results of the Immediate Process of Production 
and the Economic Work of Marx, trans. David Brown (London: Unpopular books, 1988), 72ï73, 
https://www.marxists.org/archive/camatte/capcom/camatte-capcom.pdf.  
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critical distance from it. This generic formulation perpetuates a search for new 

territories, however, and risks the search itself being an expression of capitalôs 

innovation. There are other critical models, however, that rely less of territorial 

expansion than on immanent performance. 

The Cybernetic Hypothesis 

Many of the conventions of scholarly writing are frustrated by the question of how 

exactly to deal with ñThe Cybernetic Hypothesis,ò even from the relatively 

straightforward perspective of referencing. Originally published in French in 2001, it 

was anonymously translated into English and posted as a PDF to the website 

tiqqun.jottit.com around 2010. Any lack of clarity around the origin of the translation 

is reinforced by the original essay, which was a part of the second issue of the 

philosophical journal Tiqqun. This journal, which also was the origin of the text, 

considered itself as neither a journal nor a group but an activated philosophical 

concept or ña space for experimentation.ò112 While I will attribute quotes to Tiqqun, 

this turns Tiqqun into an authorial subject, which is contrary to the spirit of the 

experiment. Even in the above footnote, driven by an academic sense of duty, I 

make some effort to individualize, assign authorial credit, and make transparent a 

theoretical text that was intentionally opaque. 

The ócybernetic hypothesisô is the ñfableò motivating and orienting ña diffuse 

constellation of agents,ò113 a story that wills itself into existence as a technology of 

government and a world of devices. While cybernetics as a discipline was 

established by the likes of Norbert Wiener after the Second World War, Tiqqun 

situates the beginnings of capitalôs gradual cybernetization in the late 1870s when 

an interrelated system of devices were put into service in order to minimize railway 

accidents. Electronic communication networks, clocks, maps, processes, 

advertisements, and decision-making guidelines all produced, stored, and 

circulated information alongside commodities. This metadata, this information 

about the production and distribution of commodities spread across the whole of 

industrial production, eventually becoming a commodity itself. It was after the War 

that these technologies of information and control began to become computerized, 

allowing the volume and speed of commodity flows to accelerate so that 

accumulation could continue. 

 

112 From an interjection by Fulvia Carnevale in a public discussion about Tiqqun with Eric Hazan 
and Giorgio Agamben. A translation of the discussion was posted, second-hand as ñTiqqun 
Apocrypha Repostò (https://anarchistwithoutcontent.wordpress.com/2010/04/18/tiqqun-apocrypha-
repost/, accessed January 15, 2018) in April, 2010. Carnevale, formerly part of Tiqqun, is now ï 
with James Thornhill ï Claire Fontaine. 

113 Tiqqun, ñThe Cybernetic Hypothesis,ò trans. Unknown, Tiqqun 2 (2010): 2, 
https://www.mediafire.com/file/2i1vkj39l25i4c2/cybernet.pdf.  
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In short, the cybernetic hypothesis refers to the widespread belief that cybernetics 

can and should be used as a framework for understanding biological and social 

behaviors as controllable systems. This belief is applied to every domain, in large 

part because cybernetics is a general purpose approach to the ñpractical problems 

of mastering uncertainty.ò114 What it results in is not a separate layer of information 

and technology over the world, but an ñautonomous world of apparatuses so 

blended with the capitalist project that it becomes a political project.ò115 Or, to put it 

in the Foucaultian language on which the critique is largely based, cybernetics has 

emerged ñas a new technology of government.ò116 

In the interview published as ñConfessions of the Self,ò Foucault is asked to define 

apparatus (dispositif) to elaborate on how ósexualityô could be considered as an 

apparatus. He replies that he uses the term to denote: 

a thoroughly heterogeneous ensemble, consisting of discourses, institutions, architectural forms, 

regulatory decisions, laws, administrative measures, scientific statements, philosophical, moral 

and philanthropic propositions ς in short the said as much as the unsaid.117 

Similarly within Tiqqun, cybernetics is not simply something that happens with 

machines and computers, but it takes hold in the world in material and discursive 

ways. Its irreducible heterogeneity and diffusion is what makes it so embedded in 

power relations and also so difficult to conceptualize. Itôs difficult to avoid a 

somewhat cybernetic character of Foucaultôs apparatus, which is constituted and 

perpetuated through functional overdetermination ï where the different parts of the 

apparatus recalibrate themselves in response to events ï and strategic elaboration 

ï where the unintended effects of the apparatus generate new strategies.118 These 

unanticipated expressions of the apparatus have ñnothing to do with any kind of 

strategic ruse on the part of some meta- or trans-historic subject conceiving and 

willing it,ò119 echoed in the acknowledgment that ñit would be in vain to look for 

some malicious purpose or the traces of a plotò120 behind the development of 

cybernetics. And like Vilém Flusser, who insisted that one needed to play against 
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115 Tiqqun, ñThe Cybernetic Hypothesis,ò 4.  

116 Tiqqun, ñThe Cybernetic Hypothesis,ò 3.  
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programs (rather than using the usual critical methods), Tiqqun, more stridently, 

wrote that ñitôs not worth it anymore to critique the cybernetic hypothesis either: it 

has to be fought and defeated.ò121 

Common across Deleuze, Flusser, and Tiqqun is the understanding that because 

the nature of capitalism has changed, so too are ñthe possibilities of its 

contestation.ò122 And where Deleuze suggested to ñlook for new weapons,ò123 

Tiqqun, in the second half of ñThe Cybernetic Hypothesis,ò outlines a ñprotocol for 

experimentationò124 that includes slowness, interference, and zones of opacity, 

echoing Flusserôs notion of sabotage to delay progress. While each of their 

totalizing portrayals is overwhelming in its scope and foreignness (relative to 

available critical and conceptual tools), the modes of resistance that they propose 

arenôt exactly utopian either, based instead on guerilla tactics and provoking a 

breakdown of the informational system. While the Tiqqun essay concludes with a 

poetic and hopeful autonomy, it is intentionally open and unspecified, and certainly 

not a political program. Flusser, who showed occasional enthusiasm for the 

dialogical, utopian possibilities of networked communication ï although 

ñcatastrophes may be relied upon to prevent itò125 ï also wrote that ñwe can no 

longer be revolutionaries, which means, to be opposed to the operative program 

through other programs.ò126 

So what does the cybernetic hypothesis look like? What subjectivities does it 

produce? To a large extent, we can read Deleuzeôs ñPostscriptò as just such a 

description, which is not a surprise given the importance of Foucault for both 

projects. While Deleuze didnôt mention cybernetics specifically in his text, he does 

identify control societies with ñcybernetic machines and computersò127 in a 

contemporaneous interview with Antonio Negri, which introduces the essay in the 

Negotiations collection. Where Deleuze explains that in a society of continuous 

control and instantaneous communication the individual becomes dividual and 

mass becomes data bank, for Tiqqun the cybernetic hypothesis tends to óhollow 

outô individual and collective subjects. ñEach person was to become a fleshless 
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envelope,ò128 akin to a Black Box, in order to allow for a frictionless circulation of 

information and data throughout the social body, where everyoneôs ñbodies and 

their emotions are abstracted within the system of symbols.ò129 Crucial to this 

fluidity of data is formatting and transparency. Formatting refers to the formal 

decisions and standards that are established in order to describe the shape 

something must take or other rules it must follow in order for it to effectively enter 

into circulation. Alexander R. Gallowayôs work on óprotocolô suggests that network 

protocols, for instance, are a specific instance of formatting ð they are ñhighly 

formalò and ñencapsulat[e] informationé while remaining relatively indifferent to the 

content of information contained within.ò130 Galloway is a notable reader and 

translator of Tiqqun, and that his book on protocol extends the work started by 

Deleuzeôs ñPostscript,ò explaining ñhow control exists after decentralization.ò 

Secrecy, opacity, and the unknown are non-communicative concepts that impede 

the fluidity of circulating information. Transparency, on the other hand, makes the 

latent information within a system available to the system. It is expropriative.131 The 

idea is that if a system has all the available information at its disposal then it can 

prevent accidents by forecasting risk. More ominously, this logic is ñintended to 

ward off all events,ò132 suggesting that in a cybernetic society, nothing ever 

happens. To this end, Tiqqun claims that ñ[f]or cybernetics it is no longer a question 

of predicting the future, but of reproducing the present.ò133 Practically, transparency 

is implemented across apparatuses, both via devices and discursively. State 

surveillance and corporate data acquisition each operate through tracking 

technologies embedded in phones, computers, televisions, automobiles, cameras, 

and microphones. Simultaneously, ñmental problems and social pathologiesò have 

been reconsidered in terms of informatics and cybernetics, such that transparency 

and communication have emerged as valued individual and interpersonal 

qualities.134 As institutions break down and control becomes diffuse, nomadic, and 

internalized by bodies, risk is similarly distributed and internalized (for example, 

when public health care is replaced by an insurance system that covers individuals 
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based on each individualôs calculation of expense versus the likelihood of an 

impending medical problem). 

In this way, the cybernetic hypothesis is behind what is otherwise described as the 

economic ideology known as neoliberalism, late capitalism, Post-Fordism, or the 

New Economy, ultimately producing ñnew subjugations.ò135 When we talk about 

affective labour, cognitive capitalism, or the information economy, we are talking 

about the many symptoms of the cybernetic hypothesis. Common to all of these 

accounts is the recognition that value is produced in the sphere of circulation, 

communication, and social life, and not merely in industrial factories. Power is 

decentralized through apparatuses and value production is spread across the 

social field, both of which mean that resistance too is possible almost anywhere 

(Tiqqun, for instance, points towards infrastructures of circulation such as 

communication and logistics channels). The obverse of all of this is the eclipse of a 

viable workersô movement, dutifully commented upon in every analysis. Flusser 

dismisses the revolutionary worker; Deleuze asks ñwhether the trade unions still 

have any role,ò136 or, with much stronger language in the October translation, he 

writes that ñ[o]ne of the most important questions will concern the ineptitude of the 

unionsé will they be able to adapt themselves or will they give way to new forms 

of resistance against societies of control?ò137 

The diminishing emancipatory possibilities of revolutionary class struggle within the 

political dimension of Deleuze, Flusser, and Tiqqun ð suggesting new methods 

and new sites of contestation ð is coupled to a sense of criticalityôs 

ineffectiveness. To ñdefeatò the cybernetic hypothesis means ñto fight cybernetics, 

instead of being a critical cybernetician.ò138 In some ways this sounds simply like 

saying óold methods are obsolete, we need new methods,ô but what is interesting 

about these analyses is the way the new structures account for the previous 

structures, which is to say, the particular ways they render old methods obsolete 

and ineffective. For Flusser, the infinite encapsulation of programs within meta-

programs establishes the foundational impossibility of getting outside and that 

every act is already part of some larger program. In quoting Lyotard, Tiqqun shows 

that recuperation is what cybernetics does: ñEverywhere, in every way, the Critique 
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of political economy and the critique of alienated society that was its corollary are 

used as elements in the programming of the system.ò139 

Critique and Criticality 

Irit Rogoff exemplifies, from a curatorial and art critical perspective, the wider lack 

of confidence in critiqueôs efficacy and productivity in her ñóSmugglingô ï An 

Embodied Criticality,ò which begins by acknowledging that with the ñvast range of 

structuralist, post and post post-structuralist tools and models of analysis we have 

at our disposal, we have been able to unveil, unravel, expose and lay bare the 

hidden meanings of cultural circulation and the overt and covert interests that these 

serve,ò140 but suggests that these strategies ought to be left aside in a more 

performative culture. For artworks, publications, exhibitions, and other discursive 

platforms in this performative mode, meaning is not waiting to be discovered but is 

taking shape and ñtaking placeò141 in the course of events. Rogoff sees the habitual 

unveiling, unraveling, and exposing as actions that lead to nothing beyond 

themselves, asking what comes after the critical analyses, cataloguing, marking 

and making visible, pointing fingers, celebrations, and empathetic 

acknowledgements? 

To overcome these limitations, Rogoff proposes ñcriticality,ò in which the critic 

ñoccupiesò the the problem rather than analyzing it from an exterior position. This 

doesnôt produce resolution in the form of a òjudgmentò but rather a òheightened 

awareness.ò142 In this sense it sounds like Flusserôs óbecoming consciousô of living 

in an a program, especially considering that both methods withdraw from overt 

political engagement in favor of a more tactical play with existing structures. Rogoff 

writes of ñnot wanting to set up conflictual and binary engagementsé not wanting 

to have a fighté not wanting to battle it out,ò but instead ñseeking the opportune 

moment, the opportune breachò to do what one wants to do.143 
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In ñThe cultural logic of criticality,ò Marina Vishmidt argues that various traditions of 

critique (namely from Kant, Adorno, and Marx) are models that understand 

themselves to be implicated in the field they are analyzing and ð responding to 

Rogoffôs essay directly ð that ôcriticalityô is dependent on and invested in a 

maintenance of the existing state of affairs.144 Interestingly, Vishmidt frames her 

critique of criticality in terms of cybernetics: first, as a way of understanding how 

criticality functions and, also, to historicize it as a symptom of the diffusion of 

cybernetics into governance, economics, and culture. One symptom that Vishmidt 

diagnoses is óparticipation,ô which ostensibly dissolves authority into a mode of 

social control where individuals are empowered to make their own decisions within 

certain parameters while attenuating conflict by getting ñthe individual or group to 

identify with the goalsò of that system that is setting the terms of inclusion.145 

Feedback from this process of participation engenders shifts in the system without 

political or legal conflict. Imagine an art fair that hosts a public discussion about the 

commercialization of art, gentrification, or ð even more to the point ð about the 

appropriation discursive events to neutralize critique of fairs. The goal of this 

system isnôt stasis ð dynamism and change are more than welcome, they are 

totally necessary for the reproduction of the new, which here is also the production 

of value ð the goal is homeostasis.146 

The word that is typically used for this institutional drive for homeostasis is 

ósustainability.ô With its environmental connotations, it has became a term of value 

for arts funding agencies who understand their role as supporting an arts 

ôecosystem.ô147 If this vocabulary has any reference to ôcrisisô then it is in terms of 

returning to a state of stability, perhaps looking to turn crisis into an ôopportunity,ô 

but it is never understood as anything desirable. Feedback, especially negative 

feedback, is absorbed and channeled into processes of self-regulation such that it 

ñoptimizes system function.ò148 While one might object that I am conflating 

economic sustainability ð crucial for precarious artists and small to medium-sized 

arts institutions who are perpetually in crisis ð and critical homeostasis, this is 

precisely the point! That objection reproduces the boundary between art and its 
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economic context, whereas an immanent critique that destabilizes the homeostatic 

equilibrium would disrupt this very boundary. 

Where Rogoff and Vishmidt seem to agree is in the performativity of critique and 

the transgression of boundaries. Rogoff proposes ósmugglingô as an under the 

radar movement across borders, be they institutional or disciplinary, that will ònever 

settle into containment and stasisò149 but without ñbeing in conflictò and ñwithout 

producing a direct critical responseò to an existing system. A quote from Lawrence 

Liang seems to point towards Rogoffôs long game, which is that the ideas, objects, 

and discourses smuggled into the institution by the embodied critic will eventually 

eat away at the structure and solidity of that institution. Vishmidt dismisses 

smuggling as a kind of cultural appropriation practiced by academics who donôt 

have to live with the hard material realities of real borders and suggests, in the 

language of cybernetics, three alternative strategies: a critique that talks about 

what cannot be talked about and risks expulsion from the system; exploiting the 

principle of artistic or academic freedom to divert institutional resources to external 

political or social struggles; and making collective demands of the system that are 

so harmful to its quiet maintenance that they canôt be reintegrated and rather point 

outwards to an entirely new system.150 All three (expulsion, diversion, and 

maladaptation) heighten the tension of the boundary between inside and outside 

whereas criticality attempts to ñunthink those binariesò for something more 

óunbounded.ô151 
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Adversarial 

Interestingly, the recuperative dynamics of critique are cybernetically appropriated 

within recent developments in the field of artificial intelligence. Many of the practical 

uses of neural networks involve pattern recognition and prediction, such as 

computer vision, machine listening, social media feeds, or game play. Generally, 

these neural networks take a signal (an image, a sound, an identity) as input and 

give some data (a word, a path, some pieces of media) as output. The signal must 

first be reduced to structured sets of numbers before it is fed into the network and 

the data that comes out is similarly numeric and consequently must be mapped 

into a format that is legible to the person or machine that is making use of the 

output. 

In a hypothetical example, there might be an animal classifying machine whose job 

is to determine whether an animal is present in an image and if so, to classify the 

animal. If there is not an existing neural network for this, then one must be 

produced, through a time consuming and computing intensive process of ótraining.ô 

Even though the neural network does need to be trained, it will likely use an 

existing óarchitectureô (itself in a family of architectures, such as convolutional 

neural networks, recurrent neural networks, or long short-term memory networks) 

as a starting point, imagined as an unprejudiced brain. The training process 

involves something like showing a toddler a picture and letting them guess what 

the word for it is, correcting them if they get it wrong. For a neural network, this 

correction is called óbackward propagation,ô which involves slightly adjusting the 

thousands upon thousands of variables within the network to perform differently, 

ideally a little better, the next time. After several óepochs,ô or rounds of the entire 

set of training data, or the thousands or millions of images shown, the neural 

network is hopefully capable of making correct classifications; and if not, itôs back 

to modifying the networkôs structure or the training process and trying again. 

Even after the neural network has been adequately trained, it will come across new 

images with animals that it fails to properly classify. Perhaps it was trained 

exclusively on frontal animal images and it canôt recognize that the galloping horse 

in a new image is, in fact, a horse. In 2013, the authors of ñIntriguing properties of 

neural networksò found another source of errors, reporting that by ñapplying an 

imperceptible non-random perturbation to a test image, it is possible to arbitrarily 

change the networkôs prediction.ò152 In other words, they could manipulate an 

image of a panda bear (that the machine would normally recognize) in a way that 
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the human eye could not detect, thus making the machine recognize it as a 

gibbon.153 The paper calls these minimally-perturbed images ñadversarial 

examples,ò154 suggesting that algorithms could be tricked into misbehaving by 

antagonistic actors. 

Adversarial images explicitly bind together two different modes of viewership, 

machine and human, aligning with Harun Farockiôs ñoperative imagesò and Trevor 

Paglenôs ñinvisible imagesò insofar as they explicitly acknowledge the machine as 

an intended viewer. In Eye/Machine (2001), Farocki described images that werenôt 

meant for entertainment, information, or to òrepresent an objectò ð in other words, 

are not produced by humans or meant for human consumption ð òbut rather are 

part of an operation.ò155 One kind of operation was the U.S. missile strike of the 

1991 Gulf War, which introduced to the world visions of a seeing, ñintelligent 

weapon.ò These images were, however, ostensibly intended ñonly for the eyes of 

war technicians,ò whereas the computer ñneeds no pictures to verify or falsify what 

it reads in the images it processes. For the computer, the image in the computer is 

enough.ò156 Paglen extends this idea to a kind of generalized invisibility, in which 

the ñoverwhelming majority of images are now made by machines for other 

machines, with humans rarely in the loop.ò157 

Striking a similar tone in 1990, Jonathan Crary proposed that a break was 

occurring in visual culture in the relations between ñobserver and representation,ò 

or even the very meaning of those terms, as new imaging technologies158 were 

ñrelocating vision to a plane severed from a human observer.ò159 Paul Virilio, 

anticipating the new connection between this severed visual apparatus and the 

computer, names this automation of perception ñsightless vision.ò Humans would 
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be ñdefinitively removed from the realm of direct or indirect observation of synthetic 

images created by the machine for the machine.ò160 

Adversarial images are simultaneously human and machine readable and it is the 

gap between the two readings that give them meaning. In this sense they are 

closely related to steganography, which embeds a secret message within another, 

non-secret message. Whereas steganography intends, however, for the secret to 

be only accessible to the intended recipient who knows the key to decoding it, 

adversarial images depend on the intended recipient not being aware of itself as 

recipient, not knowing that its programmed mode of working is actually being 

exploited to decode the secret, and not recognizing the secret as a secret. 

Steganography would be useful for a spy attempting to slip a message through 

enemy lines, while adversarial images fool the machine, for example in a military 

context in which Virilio says strategy has shifted from deterrence to deception, ñin 

which winning is simply a matter of not losing sight of the opposition.ò161 

Generative Adversarial Networks 

But couldnôt a neural network be trained specifically to watch out for such 

deception? In 2014, Ian Goodfellow extended the findings in ñIntriguing properties 

of neural networksò to describe a new framework called ògenerative adversarial 

networksò (GANs), where a generative model tries to deceive a discriminating 

model, also sometimes called a critic,162 each improving the performance of the 

other. 

The generative model can be thought of as analogous to a team of counterfeiters, trying to 

produce fake currency and use it without detection, while the discriminative model is analogous to 

the police, trying to detect the counterfeit currency. Competition in this game drives both teams 

to improve their methods until the counterfeits are indistiguishable [sic] from the genuine 

articles.163 

This is an accelerated preemption, a codified internalization of critique,164 one in 

which various kinds of failure and error are anticipated and already incorporated in 
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the process of production. But GANs go even further, using the dynamic 

interrelationship between generator and discriminator, between criminal and police, 

to discover and overcome entirely new, unanticipated forms of failure and error. In 

one practical example, images of real celebrities165 are used to produce realistic 

òphotographsò of previously nonexistent celebrities.166 Researchers at the 

University of Washington generated òphotorealisticò video of Barak Obama lip 

synced to unrelated audio,167 flipping the adversarial image so that now the human 

eye is the one deceived by the constructed image. 

The word adversarial and its usage in machine learning set up an antagonistic, 

competitive face-off between humans and machine. As a potential method for 

making work with these algorithmic systems, I prefer to think of it more as an 

interference pattern, as overlapping perspectives that are in the process of 

unifying, but which still allow for incongruities that can be discovered or provoked. 

Such an adversarial engagement would open a gap through mistakes, accidents 

and errors, only locatable through a knowledge of the system, that provide a space 

for critical deliberation and potential intervention. Moreover, the adversarial is an 

ongoing process, like a game, as opposed to the generative, a more transactional 

relationship in which the artist delegates some kind of control to the machine, the 

way a factory owner might. 

In 1967, Italo Calvino gave a lecture in Turin called ñCybernetics and Ghosts,ò 

which straddled the adversarial and the generative. Towards the middle he 

provocatively says that ñit is with a clear conscience and without regrets that I state 

that my place could perfectly well be occupied by a mechanical device,ò168 as a 

means of describing the combinatorial game of literature. Following this with an 

 

ironic imitation,ò which would be legible as critique, a cynical distance, ñbut represents an over-
identification with it.ò, Slavoj Ģiģek, Universal Exception. (Bloomsbury Publishing, 2014), 73 

165 Using the CelebA dataset, http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html (last accessed 15 
April 2018) 

166 Tero Karras et al., ñProgressive Growing of GANs for Improved Quality, Stability, and Variation,ò 
ArXiv Preprint ArXiv:1710.10196, 2017, It was claimed that the same algorithm was used for 
FakeApp, which puts new faces onto actors in porn videos, but this was apparently not true. 
Another programmer did implement the same idea as a GAN, however, which demonstrates the 
degree to which different kinds of neural networks can be used to do the same thing, albeit with 
tradeoffs in quality, time, and complexity. See https://www.deepfakes.club/forums/topic/gan-
implementation/ (last accessed 15 April 2018).  

167 Supasorn Suwajanakorn, Steven M. Seitz, and Ira Kemelmacher-Shlizerman, ñSynthesizing 
Obama: Learning Lip Sync from Audio,ò ACM Transactions on Graphics 36, no. 4 (July 2017): 1ï13, 
doi:10.1145/3072959.3073640, Again, note that this is not done using a GAN, although it seems 
well-suited.  

168 Italo Calvino, ñCybernetics and Ghosts,ò in The Uses of Literature (San Diego, New York, 
London: Harcourt Brace & Company, 1986), 16ï17.  
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adversarial argument ð that literature always aspires to say something that hasnôt 

already been said, that canôt be said with language, giving voice to the 

unconscious ð one gets the sense of how ña struggle to escape from the confines 

of languageò169 subsequently expands the field of language. Moreover, by playing 

the ñcombinatorial game,ò the author will more quickly find themselves free from 

the constraints of the conscious mind. Picking up on themes from an earlier 

essay,170 the conclusion of the lecture connects this game to Hans Magnus 

Enzensbergerôs òlabyrinth,ò as instantiated in literature, which proposes that by 

reconstructing the plan of the labyrinth, by figuring it out, one destroys it (ñthe only 

way to escape the prisonerôs state is to know how the prison is builtò171). Calvino 

takes this as a decision between working critically by trying to understand the 

world, as complex and insurmountable as it might seem; or simply confirming the 

state of things by refraining from any such understanding. In short, it is such a 

cognitive mapping enabled by a combinatorial, automated, or algorithmic 

engagement with the world (or the labyrinth or language) that advances this 

process. 

In the concluding paragraph, Calvino quotes the concluding paragraph of the very 

last story in his own t zero, ñThe Count of Monte Cristo,ò which seems to anticipate 

the behavior of the GAN: 

If I succeed in mentally constructing a fortress from which it is impossible to escape, this imagined 

fortress either will be the same as the real one τ and in this case it is certain we shall never 

escape from here, but at least we will achieve the serenity of knowing we are here because we 

could be nowhere else τ or it will be a fortress from which escape is even more impossible than 

from here τ which would be a sign that here an opportunity of escape exists: we have only to 

identify the point where the imagined fortress does not coincide with the real one and then find 

it.172 

By imagining a more perfect fortress, a more absolute system, or a more totalizing 

cybernetic control apparatus, one introduces a gap between the óimperfectionô of 

the present state of things and absolute imprisonment to discover a possibility for 

escaping complete control. Identifying this opening, however, also potentially 

modifies the real fortress, making it smarter, closing the gap until it is 

indistinguishable from the ideal. In the context of algorithmic governance, this 

contraction would be articulated in terms of an ñindistinction between reality and 

 

169 Calvino, ñCybernetics and Ghosts,ò 18.  

170 òLa sfida al labirinto (The Challenge of the Labyrinth),ò Il Menabò 5 (1962) 

171 Italo Calvino, The Complete Cosmicomics, First U.S. Edition (Boston: Houghton Mifflin Harcourt, 
2014), 283.  

172 Calvino, ñCybernetics and Ghosts,ò 27; Calvino, The Complete Cosmicomics, 293.  
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the world,ò resulting in a diminishing ñradical uncertainty.ò173 GANs rehearse this 

adversarial cycle, where the generator continually improves itself in order to 

produce more difficult challenges for the discriminator, which in turn becomes more 

discerning, until they effectively merge. The anxiety of a world in which all future 

action is anticipated through calculation has materialized around the photorealistic 

ñfakesò of artificial celebrities and video puppets. 

Two years after Calvinoôs lecture, a wave of strikes crashed through northern 

Italyôs industrial cities, including Turin. The Fiat Mirafiori factory, subject to these 

rolling strikes through the ôhot autumnô of 1969 and 1970, was also the setting for 

Nanni Balestriniôs We Want Everything, the story of a worker caught up in the 

dehumanizing turnover of the assembly line. It is not simply the story of one man, 

as Rachel Kushner explains in her introduction, but also of the 20,000 ñnameless 

and unknownò who were hired in the same month as the protagonist. Like the 

worker depicted in Amazonôs recent patent for a haptic feedback system, the Fiat 

worker gave over control of their body to factory control: 

άhƴ ǘƘŜ Cƛŀǘ ƭƛƴŜ ƛǘΩǎ ƴƻǘ ŀ ǉǳŜǎǘƛƻƴ ƻŦ ƭŜŀǊƴƛƴƎ ōǳǘ ƻŦ ƎŜǘǘƛƴƎ ȅƻǳǊ ƳǳǎŎƭŜǎ ǳǎŜŘ ǘƻ ƛǘΣ ƻŦ ƎŜǘǘƛƴƎ 

used to the force of those movements and the rhythm. Having to place a whatchamacallit every 

twenty seconds meant you had movements quicker than a heartbeat. That is a finger, your eye, 

any part was forced to move in tenths of a second: forced actions in fractions of a second. The 

action of choosing the two washers, the action of choosing the two bolts, those movements were 

actions your muscles and your eyes had to make by themselves, without you deciding anything.174 

In Mirafiori, the automatic worker had become an alienated machine (not the type 

of machine that learns) but Turin presents us with two modes of negentropic 

disautomatization. Outside of the factory gates, Calvino imagined replacing himself 

with a machine in order to realize new combinations in writing that would open the 

unconscious possibilities of language. He would not become a machine, but 

through delegation would ñliberate himself from the slavery of the combinatory 

search.ò175 Balestrini, on the other hand ñdissolved himself, became the mere 

medium through which Alfonso Natella [the protagonist] speaks,ò refracting ñthe 

passing thoughts a worker,ò who was otherwise a mechanized wage-slave, ñwas 

having on the assembly-line.ò176 

 

173 Antoinette Rouvroy, ñThe End(s) of Critique : Data-Behaviourism Vs. Due-Process,ò in Privacy, 
Due Process and the Computational Turn, ed. Mirielle Hildebrandt and Ekatarina de Vries (London: 
Routledge, 2013), 3.  

174 Nanni Balestrini and Rachel Kushner, We Want Everything: The Novel of Italyôs Hot Autumn, 
trans. Matt Holden, Verso edition (London ; New York: Verso, 2016), ñFiatò.  

175 Italo Calvino, ñProse and Anticombinatorics,ò in The New Media Reader, ed. Noah Wardrip-Fruin 
and Nick Montfort (Cambridge, Mass: MIT Press, 2003), 187.  

176 Balestrini and Kushner, We Want Everything. ñIntroductionò by Rachel Kushner.  
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Essaying Algorithms 

In a series of avant-garde dance performances in 1964, arranged by dancer and 

choreographer Steve Paxton at Stage 73 in New York, Robert Morris, in his 

contribution 21.3 (Figure 9), transformed himself into a kind of puppet for Erwin 

Panofsky. Lip-synching to a recording of himself reading an excerpt from 

Panofskyôs ñStudies in Iconology,ò the artistôs physical performance incorporated 

other gestures and habits of the scholarly lecture, including changes in posture, 

hand position, and breathing.177 These gestures and movements were scored on 

standard office paper, in between the lines and words of the excerpt such that, 

when he put his ñleft hand on hipò or would ñlook at ceiling,ò they were not simply 

superfluous body language, but part of the dance of an academic.178 In the text that 

is spoken, the author ð the ñI,ò who was Panofksy and is now Morris, or a parody 

of an academic ð meets an acquaintance who ñgreets me on the street by 

removing his hat,ò179 which turns out to be an action invested with layers of 

expressive and conventional meaning. At this moment in the script, Morrisôs notes 

direct the ñspeakerò to ñStep backé Both hands in pockets,ò implying that that 

gesture would itself be read by the author as a meaningful action. 

 

177 A review described it this way: ñMr. Morris, another painter, stands at a lectern and for six 
minutes mouths the words of a pre-recorded excerpt about esthetics.ò Allen Hughes, ñDance: An 
Avant-Garde Series Begins,ò The New York Times, February 11, 1964. 

178 Mashinka Firunts, ñStaging Professionalization: Lecture-Performances and Para-Institutional 
Pedagogies, from the Postwar to the Present,ò Performance Research 21, no. 6 (November 2016): 
19ï25, doi:10.1080/13528165.2016.1240924 focuses on the lecture in relation to the academic 
institutionalization of art that was occurring in the early 1960s and which has only accelerated since, 
although now with dynamics specific to practice-based PhDs. 21.3 referred to the administrative 
number of an art history course that Morris taught at Hunter College. 

179 Erwin Panofsky, Studies in Iconology: Humanistic Themes in the Art of the Renaissance, 
Paperback ed, Icon Editions (Boulder, Colo: Westview Press, 1972), 3.  
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Figure 9: Robert Morris performing 21.3, 1964. 

 

Eve Meltzer, in an analysis of 21.3 that emphasizes its connection to his statement 

30 years later that the constant target of his work has been ñóthe rotting sack of 

Humanismô,ò180 describes how the scored movements and the ventriloquism itself 

was ñnot so much in, but rather out of sync with the recording.ò181 This slight phase 

shift between observed speech and action and their ñsounds,ò this imperfect 

alignment of audio and visual tracks, not only undermined the humanist content of 

the text, but rational systems embodied in the form of delivery as well, ñinserting 

friction into the flow of information.ò182 Like so much of Morrisôs work, such as Box 

with the Sound of its Own Making (1961), the self-contained and self-referential 

 

180 Eve Meltzer, Systems We Have Loved: Conceptual Art, Affect, and the Antihumanist Turn 
(Chicago ; London: University of Chicago Press, 2013), 77. Meltzerôs reading is itself indebted to 
Richard J. Williams. The quote is originally from Robert Morris, Continuous Project Altered Daily: 
The Writings of Robert Morris (Cambridge, Mass. : New York, N.Y: MIT Press ; Solomon R. 
Guggenheim Museum, 1993), p. ix.  

181 Meltzer, Systems We Have Loved, 76.  

182 Firunts, ñStaging Professionalization,ò 21.  
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quality of 21.3 is ultimately humorous and non-threatening, providing enjoyment in 

the ways it folds in on itself. Meltzer references a review of the piece in a footnote, 

for example, in which the reviewer writes ña description that becomes consumed by 

her own self-pleasure.ò183 Even if the various parts of the work are administrative, 

depersonalized, and automatic, the overall diagram or organization is absurd and 

counterintuitive. This humorous tension is a knot, as if the system has been set to 

work on itself and has gotten stuck in a loop, or as Meltzerôs reviewer writes, 

ñMorris illustrates the product in the process of a lecture, which in turn becomes a 

product illustrating the process of the paper. It all turns around on itself.ò184 

Although Morris took aim at the ñrotting sack,ò it wasnôt as if he then appropriated 

the machine in the way Sol Lewitt had: where, for Lewitt, ñThe process is 

mechanical and should not be tampered with. It should run its course;ò185 Morris 

would write that ñChange and not continuity has been the guideé Paradox and the 

fugitive were always more attractive than assured style and stable position.ò186 

Even though Lewitt was discussing an individual artwork and Morris an artistôs 

wider practice,187 Lewittôs òsentenceò gestures to a wider sensibility and Morrisôs 

skepticism found a way of manifesting itself within individual works. I am trying to 

put a little space between these two artists, who appear so close together in the 

history books, in order to compare their respective approaches to automation and 

suggest an alternative trajectory for generative art. 

In his most sustained discussion of automation, within ñSome Notes on the 

Phenomenology of Making,ò Morris discusses a tendency in which the systematic 

means of an artworkôs production are revealed within the final work as information. 

Tracing this tendency as far back as Donatelloôs methods of casting (rather than 

modeling) clothing and extending it through John Cageôs chance operations, 

Jackson Pollockôs use of gravity, and even contemporary theatre and dance, 

Morris sees the space of the studio or rehearsal brought into closer proximity with 

 

183 Meltzer, Systems We Have Loved, 216. Fn. 29.  

184 Meltzer, Systems We Have Loved, 216. Fn. 29. Originally quoted from Jill Johnston, ñPain, 
Pleasure, Process,ò Village Voice, February 27, 1964, 9, 15.  

185 Sol Lewitt, ñSentences on Conceptual Art (1969),ò in Theories and Documents of Contemporary 
Art: A Sourcebook of Artistsô Writings, ed. Kristine Stiles and Peter Howard Selz, California Studies 
in the History of Art 35 (Berkeley: University of California Press, 1996), 827.  

186 Morris, Continuous Project Altered Daily, ix.  

187 In fact, Morris would also write a sentence that could very well have been written by Lewitt: 
ñMaking art is much more about going through with something.ò, Morris, Continuous Project Altered 
Daily, 87 
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the space of exhibition or performance.188 At one point in the text, Morris sounds 

indistinguishable from the generative artists that take Lewitt as their forebear and 

who talk of relinquishing or deliberately sacrificing control to an autonomous 

process. He writes that automation allows for the artistôs ñregress into a controlled 

lack of control.ò189 Similarly, Morrisôs interest in freeing sculpture from 

representation and moving ñaway from illusionism, allusion, and metaphorò190 in art 

resonates with certain ònon-mimeticñ191 trends on generative art that depict the 

outcome of a computational process. But what I find useful in humorous, sonic 

works like 21.3 and Box with the Sound of its Own Making is the way in which 

illusion and performativity breaks from these trends, suggesting how to stage an 

encounter with those computational processes that attends to the way they are 

embedded in broader social, political, and economic processes. 

Lewitt is a frequently cited inspiration for generative artists. Galanterôs discursive 

boundary drawing exercise, ñWhat is Generative Art?,ò claims, for example, that 

ñmost of [Lewittôs] work is generative.ò Citing Lewittôs 1967 text, ñParagraphs on 

Conceptual Art,ò Galanter is particularly drawn to the idea that the actual process 

of making a conceptual art work is ña perfunctory affair,ò which is aligned with 

generative artôs delegation of execution to an automatic process. And the 

statement that ñ[t]he idea becomes a machine that makes the art,ò192 often realized 

through instructional works (Figure 10193) and wall drawings, was embraced by 

generative artists as a kind of pseudocode for their own practice.194 

 

188 Morris, Continuous Project Altered Daily, 86ï91. ñSome Notes on the Phenomenology of 
Makingò.  

189 Morris, Continuous Project Altered Daily, 87.  

190 Morris, Continuous Project Altered Daily, 64. Notes on Sculpture, Part4.  

191 McCormack et al., ñTen Questions Concerning Generative Computer Art,ò 137.  

192 Galanter, ñWhat Is Generative Art? Complexity Theory as a Context for Art Theory,ò 18; Sol 
LeWitt et al., Sol Lewitt: The Museum of Modern Art, New York: [Exhibition] (New York: The 
Museum, 1978), 166.  

193 In a 1971 set of ten lithographs, Work from Instructions, one similar drawingôs instructions were 
provided: óWithin a twenty inch square area, using a black, hard crayon, draw ten thousand 
freehand lines, of any length, at random.ô 

194 Pseudocode is writing that is legible to humans but which is in the structure of a computer 
program. It is often used as an initial draft of a future program or as a teaching aid. 
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Figure 10: Sol LeWitt, Ten Thousand Lines, 1970. 

 

Generative art, in Lewittôs terms, would be diametrically opposed to the essay form. 

Where for Lewitt, ñ[i]f the artist changes his mind midway through the execution of 

the piece he compromises the results and repeats past results,ò195 Michel de 

Montaigne made a point of doing precisely that, of not following the planned course 

of an argument ð ñI got out of my way; but ôtis rather by license than oversight.ò196 

For the essay, ña genre in which caprice, improvisation, and the arbitrary and 

impulsive (ôirresponsibleô) linking of ideas seems to be the rule,ò197 if there is a plan 

itôs a plan not to follow a plan. One point of agreement, however, might be that 

Montaigne was also uncompromising and would not want to merely repeat the 

past. And where Lewitt refuses the traditions of painting and sculpture and the 

limitations they place on the artist, so too did Montaigne resist the strict formats of 

 

195 Lewitt, ñSentences on Conceptual Art (1969),ò 826.  

196 M.E. de Montaigne, The Complete Works of Michael de Montaigne, ed. W.C. Hazlitt (London: 
John Templeman, 1842), 461.  

197 Réda Bensmaïa, The Barthes effect: the essay as reflective text (Minneapolis: University of 
Minnesota Press, 1987), xxx.  
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the scholarship of his time.198 Still, the Montaignian essay is more deeply subjective 

and introspective (ñI am myself the substance of my bookò199) than Lewitt would 

accept, arguing that ñ[t]he artistôs will is secondary to the process he initiates from 

idea to completion. His wilfulness may only be ego.ò200 The Montaigne of some 

essays might disagree, while in others the author allows themself ñto be tossed in 

the wind, or seem to be,ò201 as if will were not in control of the writing but merely 

following it. 

If generative art has largely reflected Lewittôs conceptual schema over the past two 

decades, then Gottfried Jªgerôs ñgenerative photographyò lurks in a blind spot. In 

1968, between the writing of ñParagraphséò and ñSentences on Conceptual Art,ò 

Jäger organized Generative Fotografie at Bielefeld Art Center, exhibiting the works 

of four artists, including himself. Breaking with representational tendencies in 

ñsubjective photography,ò generative photography sought to no longer reproduce 

objects, but produce new forms.202 This was accomplished through systematic and 

methodical chemical and mechanical experiments that ñ[bring] to light pictures that 

are latent in the photographic process.ò The results observed in a series of these 

photographs would represent an inner language, which Jªger described as ña kind 

of syntactical system, a creative, visual grammar,ò drawing on Noam Chomskyôs 

ñgenerative grammar.ò203 

In his 1956 paper, supported by the Pentagon like so much work at M.I.T., 

Chomsky theorized a languageôs grammar as the set of rules that would determine 

the set of possible grammatical sentences within that language.204 Such a 

structured grammar seemed at the time to have practical application in allowing 

 

198 Michel de Montaigne, Essays, trans. John M. Cohen (London: Penguin Books, 1993), 15. 
ñIntroduction,ò J. M. Cohen.  

199 Montaigne, Essays, 25. ñTo the Readerò.  

200 Lewitt, ñSentences on Conceptual Art (1969),ò 826.  

201 Tracy Chevalier, ed., Encyclopedia of the Essay (London ; Chicago: Fitzroy Dearborn 
Publishers, 1997), 1203. In this quote, Montaigne is referring to Plato as an example of the 
wandering quality of the essay. I am using this translation for its brevity, but it can also be found in 
Montaigne, The Complete Works of Michael de Montaigne, ñletting themselves be carried away at 
the pleasure of winds; or at least seem as if they were.ò (461).  

202 Gottfried Jªger, ñGenerative Photography: A Systematic, Constructive Approach,ò Leonardo 19, 
no. 1 (1986): 19, doi:10.2307/1578296.  

203 Jªger, ñGenerative Photography,ò 20.  

204 N. Chomsky, ñThree Models for the Description of Language,ò IEEE Transactions on Information 
Theory 2, no. 3 (September 1956): 113ï24, doi:10.1109/TIT.1956.1056813.  

https://doi.org/10.2307/1578296
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ñnatural language as an operational language for command and control,ò205 such 

that humans could operate machines without resorting to programming. Although 

interfaces are more advanced today, we can still probably recognize the way we 

restructure our own speech in anticipation of the grammatical structures that Siri or 

Alexa expect, a form of what Bernard Stiegler calls proletarianization. 

 

 

Figure 11: Gottfried Jªger,  reproduced from Jªgerôs article in Leonardo. 

 

 

205 A. Zwicky, ñGrammars of Number Theory: Some Examples,ò Working Paper (Bedford: The 
MITRE Corporation, 1963), ñForwardò. Not only were Chomskyôs ideas on grammar used in 
research by the MITRE Corporation, but he also was a consultant in the early 1960s.  
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Generative grammarôs machinic understanding of language was mobilized in 

Calvinoôs combinatorial writing as a means of giving voice to a preconscious or 

unconscious subject matter; and in Jªgerôs generative photography that 

disassembles the act of photography into elementary units that are combined into 

formally new photographic statements. Is this systematic approach to language, 

again, something that bears no relation to the essay? Not necessarily. Jäger 

critically ñrejects stereotypical handling of an apparatus system that functions 

automatically only and accepts existing models without question,ò206 in a way that 

is, from the perspective of the medium if not the artist, ñindependent and self-

criticalò, an ñintroverted approach,ò full of ñintrospection,ò and ña response, a last 

bulwark of freedom in the face of the inaccessible and closed political system 

around them.ò Interestingly, this freedom was not to be found by stepping out of 

that system or giving form to the artistôs inner fantasies, but by ñwork[ing] inside the 

apparatus,ò207 at times playful and at others contentious. Even if generative 

photography is not òarbitraryñ and òimpulsive,ò there is something of the sensibility 

of the essay in them: Flusser (who wrote an approving letter in response to Jªgerôs 

article in Leonardo that I have been citing) contrasts the treatise, in which ñI will 

think about my subject,ò to the essay, wherein ñI will live with my subject.ò208 

One particularly striking intersection of the essay and the generative is in the figure 

of Max Bense, the German philosopher and writer who defined a ñgenerative 

aestheticsò in the early 1960s. Inspired by Chomskyôs generative grammar and 

providing a theoretical foundation for generative photography, generative 

aesthetics ñimplies a combination of all operations, rules and theorems which can 

be used deliberately to produce aesthetic states (both distributions and 

configurations) when applied to a set of material elements.ò209 This scientific, 

quantifiable conception of aesthetic structures and their value seems strange ð as 

much today as then ð because it doesnôt adhere to traditional liberal ideas of 

creativity. More than a decade earlier, Bense similarly wired a circuit between 

science and art,210 comparing the essay form to experimental physics with its 

approach of ñinterrogating, prodding, examining, thoroughly reflecting on [its 

 

206 Jªger, ñGenerative Photography,ò 20.  

207 Jªger, ñGenerative Photography,ò 23.  

208 Vil®m Flusser, ñEssays,ò in Writings, ed. Andreas Ströhl, trans. Josiah Blackmore, Electronic 
Mediations, v. 6 (Minneapolis: University of Minnesota Press, 2002), 193. Emphasis added.  

209 Max Bense, ñThe Projects of Generative Aesthetics,ò in Cybernetics, Art, and Ideas, ed. Jasia 
Reichardt (London: Studio Vista, 1971), 57.  

210 Hans Haacke captured this sentiment in his 1967 statement, ñIn the mind of the public and some 
artists, the border between art and science has become fluidéò, Hans Haacke, Working Conditions: 
The Writings of Hans Haacke, Writing Art (Cambridge, Massachusetts: The MIT Press, 2016), 12 
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object].ò211 While much changed in the interim ð Benseôs exposure to information 

theory and semiotics, as well as his own experiments in the 1950s with concrete 

poetry ð his understanding of both the essay form and generative aesthetics 

shared a sense of experiment within precise conditions, the ñconditions for the 

compositionò212 or ñproduc[ing] the conditions under which the subject matter is 

brought into the context of literary configuration.ò213 

Melting Points 

In his 1968 essay ñSystems Esthetics,ò Jack Burnham wrote, ñthe significant artist 

strives to reduce the technical and psychical distance between his artistic output 

and the productive means of society.ò214 Rather than paint and sculpt, artists would 

make use of new technologies such as television, video and computers. What 

Burnham was really getting at, however, was a paradigm shift from finite objects, 

bounded by material limits such as the picture frame, towards ñunobjects,ò systems 

and environments that transfer the locus of art onto ñthe relations between people 

and between people and the components of their environment.ò215 The picture 

frame was exploded by new demands placed on art. 

But what is the distance between artistic output and the productive means of 

society? Can it be measured by the tools and the machines the artist uses? Thirty-

four years earlier, just when Hitler had come to power, Walter Benjamin explicitly 

formulated the question ñwhat is a workôs position vis-à-vis the production relations 

of its time?ò to ñwhat is its position within them?ò216 Working from the historical 

materialist conception that ñsocial relations, as we know, are determined by 

production relations,ò Benjamin placed the writer (or artist, for my purposes here) 

squarely within the productive means of society, where they might choose just how 

entangled to become. 

Burnham says that ñthe most important artistò is absolutely entangled, succeeding 

ñby liquidating his position as artist vis-à-vis society.ò217 For him, this isnôt about 

 

211 Max Bense, ñFrom óOn the Essay and Its Proseô,ò in Essayists on the Essay: Montaigne to Our 
Time, ed. Carl H. Klaus and Ned Stuckey-French (Iowa City: University of Iowa Press, 2012), 72.  

212 Bense, ñThe Projects of Generative Aesthetics,ò 60.  

213 Bense, ñFrom óOn the Essay and Its Proseô,ò 72.  

214 Jack Burnham, "Systems Esthetics," Artforum VII, no. 1, September 1968, 31. 

215 Burnham, ñSystems Esthetics,ò 31. All emphases in the original. 

216 Walter Benjamin, "The Author as Producer," in Understanding Brecht, (London and New York: 

Verso, 1998), 87. 

217 Burnham, ñSystems Esthetics,ò 31. 
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proletarian solidarity but is rather a consequence of repudiating craft while 

collapsing artistic and technological decision-making. Whereas Benjamin 

essentially demanded writers ñthinkò about their ñposition in the production 

process,ò218 Burnham, influenced by Productivism but tempered by his historical 

perspective on Stalinism, was simply concerned with the ñimplementation of the art 

impulse in an advanced technological society.ò219 ñSystems Estheticsò reads like a 

prophecy of the aesthetic transformations that would soon come about from the 

1973 oil crisis, the overseas migration of industry, the growth of finance and the 

proliferation of personal, networked media. 

If ñSystems Estheticsò introduces extrinsic language and concepts (from 

cybernetics, economics, and military science research) into art, one would have 

had no sense from the essay of the spread of civil unrest across America between 

1965 and 1968. Nor would one have been able to anticipate the impact that urban 

and suburban music and counterculture were to have on the arts in the 1970s and 

ô80s. According to the terms of Benjaminôs analysis, the position within production 

relations that Burnham outlines is an immaterial one (ñthe maker of esthetic 

decisionsò and not of ñtools and imagesò),220 perhaps with progressive ideas but 

ultimately disconnected from political agency, situated in ñan impossible place.ò221 

Asserting that ñduring the 1970s, rock culture became the religion of the avant-

garde art world,ò222 Dan Graham, in Rock My Religion, simultaneously joined 

artistic practices to ña new mythology of origin fashioned from the images and 

sounds of working-class religious rituals,ò223 to the factory, to the Industrial 

Revolution of eighteenth-century England. This was not an official historical 

argument, wrote Kodwo Eshun in his monograph on Rock My Religion (and it 

would have been problematic if it were, for its participation in the exclusion of black 

culture from history) but a heretical, hyperbolic, anti-historical provocation, the 

appeal of which ñlies in its autodidacticism, its amateurism and its do-it-yourself 

perseverance.ò224 

 

218 Benjamin, "The Author as Producer," 101. 

219 Burnham, ñSystems Esthetics,ò 35. 

220 Burnham, ñSystems Esthetics,ò 35.. 

221 Benjamin, "The Author as Producer," 93. 

222 Kodwo Eshun, Dan Graham: Rock My Religion, One Work, (London: Afterall Books, 2012), 95. 

223 Eshun, Dan Graham, 7. 

224 Eshun, Dan Graham, 6. 
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It is the form and technique as much as the content, however, that Eshun finds 

noteworthy. Known primarily as a video essay, Rock My Religion was realised 

through multiple iterations of a written script, composed in relation to a series of 

essays written by Graham largely between 1979 and 1984. Eshun, recognised for 

his own writing on music and his essay films as part of the Otolith Group, 

acknowledges the encouragement Rock My Religion provides to ñthe fraction of 

artists who write.ò He coins the term ñscriptovisuality,ò which ñdemands doubled 

vision and twin hearing,ò225 noting that an encounter with the video involves not 

only viewing and listening but also reading. Specifically, the text-over enters into 

dialogue with voiceover and lyrics, and also the image; sometimes they are in 

concert, but often in they are conflict of one kind or another. 

Although structures, systems and machines dominate the history of media art, 

there has also been a minor but significant tendency in which the timeworn 

technologies of writing and voice are central. At first glance this might seem a 

conservative, humanist reaction to an expanded technological field, but I think it is 

quite the opposite; it is driven by an engagement with the new media and, for 

Benjamin at least, a belief in the possibilities of technical innovation. A video essay 

such as Rock My Religion might share much with a textual essay, but Eshun notes 

that because it ñinhabits the same medium as its subject, it can enact its 

speculations in ways that a textual essay cannot.ò226 For one, its statements and 

questions are not related to their subject through reference, pointing at something 

outside. Rather, it has the ñcapacity of exemplification,ò collapsing to some degree 

the apparent gap between language and the material world, such that writer, text 

and object of inquiry are imbricated in one another. 

Sergey Tretyakov, Benjaminôs primary example in ñThe Author as Producer,ò offers 

the model of the ñoperativeò writer, as distinguished from the merely ñinformativeò 

one. Rather than remain outside of things, content to report from a distance, an 

operative writer actively intervenes within his or her field of activity. This was as 

much a matter of technology as it was a product of attitude or motivation. Benjamin 

described how the Russian newspaper, as opposed to the bourgeois press, 

dissolved the boundaries between author and public, between genres of writing, 

between topics and, finally, between specialist authority and practical experience. 

A twenty-first-century reader canôt help but project these same words onto the 

internet, ñthe place where words are most debasedò but which also ñbecomes the 

very place where a rescue operation can be mounted.ò227 

 

225 Eshun, Dan Graham, 10. 

226 Eshun, Dan Graham, 8. 

227 Benjamin, ñThe Author as Producer," 90. Benjamin is quoting "an author of the left" who happens 

to be himself. 
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If Walter Benjamin was prone to nostalgia, it was not of a sentimental or 

reactionary variety. After all, ñThe Author as Producerò was written as a 

counterpoint to precisely these tendencies in fascism. Benjamin saw revolutionary 

potential within technologyôs capacity to dismantle old hierarchies: ñwe are in the 

midst of a vast process in which literary forms are being melted down,228 a process 

in which many of the contrasts in terms of which we have been accustomed to 

think may lose their relevance.ò229 (Later in the essay he points to music and 

photography as elements in the new blend, so this liquefication wasnôt limited to 

literary forms; and my purpose in discussing them here is to extend these phase 

transitions to algorithmic media.) 

Which brings me back to Eshunôs critical text on Rock My Religion, which, he 

concludes, ñsuspended the hierarchies that rock cultures and art worlds continually 

tried to resurrect ï it melted them into shared states of intensity, attitudes, 

gestures, performances, parties, scenes and cliques.ò230 Once we begin looking for 

this heterodox sensibility, we find it pervading Eshunôs practice, from his alchemical 

neologisms to his inventive music journalism to his speculative explorations of 

archives with Otolith Group collaborator Anjalika Sagar. For his part, Dan Graham 

had integrated his writing into magazines (Homes for America, which also migrated 

between forms ï first as a slideshow and only later as an article ï included a text 

on suburban housing), into advertisements and into lectures (although 

Performer/Audience/Mirror was purportedly unrehearsed). Reflecting on Jean-Luc 

Godard, Graham said, ñI like Godard, because his early films were almost like 

magazine page essays;ò231 he was echoing Godardôs own slippery provocation 

from 1962, ñI think of myself as an essayist, producing essays in novel form or 

novels in essay form: only instead of writing, I film them.ò232 

An essay of this kind is not a message tucked into a bottle; rather, it reflects in on 

itself as if it were printed on the inside of the bottle. This essay and its mode of 

presentation are inseparable. Look at Harun Farockiôs hands in Images of the 

 

228 A metaphor of melted-down forms comes strikingly close to the language used to depict óthe 
essayô in the tradition of Montaigneôs Essais. O.B. Hardison says, characteristically, that ñthere is é 
no genre that takes so many shapes and that refuses so successfully to resolve itself, finally, into its 
own shape.ò Perhaps more to Benjaminôs point, which is less about categorisation than it is about 
potentiality, is R®da Bensmaµaôs rejection of conceiving an essay as a mix of genres, proposing 
instead that it is ñthe moment of writing before the genre é the matrix of all generic possibilities.ò 

229 Benjamin, ñThe Author as Producer," 89. 

230 Eshun, Dan Graham, 95. 

231 Ute Meta Bauer And Dan Graham, óFrom Magazines to Architectureô, Mousse Magazine. 

232 Jean-Luc Godard, Godard on Godard: Critical Writings by Jean-Luc Godard, (New York: Da 

Capo Press, 1986), 171. 
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World and the Inscription of War or the way heôs filmed research materials as 

material. The poetic historical-theoretical voiceover so often found in his work 

keeps alive the forensic process initiated in the archival work and technical 

production of the images: ñAs a filmmaker you always see the work from different 

perspectives ï through the viewfinder, on the editing table, in fragments éò233 In 

Farockiôs later projects, occurring more frequently in galleries and museums than 

cinemas, the screen is multiplied and scriptovisuality spatialised. 

If the video installation is one means by which the written essay has been 

ñtranslatedò234 into three dimensions, then the lecture-performance is another. For 

Hito Steyerl, texts, videos and lectures propel ideas and concepts between one 

another, with each format circulating differently through the world, at different 

velocities, to different audiences and demanding different kinds of attention. But 

these formats, of course, are not rigorously separated. Steyerlôs Is the Museum a 

Battlefield? has, for example, migrated between a lecture-performance, exhibited 

documentation of the performance, and a separate video installation. Rabih Mroué 

has produced a series of monologues in which an actor (often Mroué himself) 

probes media archives. The form of mediation or representation becomes as much 

the object of inquiry as the explicitly stated subject is, whether that is a missing 

man, his brother or a revolution. 

Throughout the creative work propelling Performing Algorithms, I have ï almost by 

artistic habit ï sought to compose and perform texts within a format that was 

intertwined in the subject matter of the research. And the inverse is also true: the 

formats themselves have histories that become subject matter.235 Always Learning, 

for example, uses the voices, personalities, and histories of the Google, Apple, and 

Amazon smart speakers. Learning from YouTube is a didactic YouTube video that 

is made from other YouTube videos in order to talk about the use of these videos 

to teach machines. The AI-Commune lecture discusses technophilic fantasies of 

immortality as a preface to a workshop in which participants donate their own 

media corpus to a nascent commune that might resist a future where corporations 

reanimate our data profiles in various ways without our consent. There is a 

pedagogical imperative to many of these works, where text is vocalized, displayed 

for reading, or otherwise performed. 

 

233 Harun Farocki, interview by Frances Guerin, Artslant, April 2009, online at 

http://www.artslant.com/trn/articles/show/6740. (Accessed 10 July 2015) 

234 N.M. Alter, "Translating the Essay into Film and Installation," Journal of Visual Culture, 6, no. 1, 

(April  2007), 44ï57. 

235 I have to acknowledge, after Is the Museum a Battlefield?, that the institution of art remains 
relatively unquestioned in the work thatôs been made during this research project. Itôs not that I donôt 
think about it, but that the work slots into institutional contexts so infrequently that commenting on 
them feels as though it would be more of an imagined entanglement than a real one. 

http://www.artslant.com/trn/articles/show/6740
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Lecture Performance 

Lurking beneath the concepts of chance and luck in Aristotleôs Physics, where the 

teleological drive is thwarted and something unexpected happens, is the sense that 

if one were to trace a chain of immediate causes for the seemingly meaningless 

accident back far enough then the universe would still fit together purposively. 

Pierre-Simon Laplaceôs theory of probability formalizes this sensation in the idea 

that for an intelligence capable of accounting for every factor throughout the 

universe, knowing all the rules, and calculating accordingly, there would be nothing 

unpredictable - for such an intelligence, there would be no accidents.236 In these 

terms, chance is not something that happens in the world, but is a deficiency of 

comprehension on the part of the observer. Raymond Queneau, in developing the 

conceptual apparatus of OuLiPo (Ouvroir de littérature potentielle), oriented this 

determinism into a critique of romantic creativity: 

Another entirely false idea in fashion nowadays is the equivalence which is established between 

inspiration, exploration of the subconscious, and liberation; between chance, automatism, and 

freedom. Now the inspiration that consists in blind obedience to every impulse is in reality a sort 

of slavery. The classical playwright who writes his tragedy observing a certain number of familiar 

rules is freer than the poet who writes that which comes into his head and who is the slave of 

ƻǘƘŜǊ ǊǳƭŜǎ ƻŦ ǿƘƛŎƘ ƘŜ ƛǎ ƛƎƴƻǊŀƴǘΦέ237 

Like the classical playwright in this quote, Oulipo realized freedom through formal 

constraints. Perhaps the most well-known example of such a constraint is the 

lipogram, a composition in which one or more letters is not used, like in Georges 

Perecôs La Disparition, which does not include the letter e. That formal absence 

also found expression within the plot (as was often the case with Perec) which 

concerns the disappearance of a man named Anton Vowl. Other possible 

constraints have included the liponym (writing without certain common words), 

palindrome or the ôS + n,ô in which every noun was substituted with the nth noun 

after it in the dictionary. Perec not only found freedom in the constraints, but 

embracing them provided an escape from his own fear of possibility, the paralysis 

of choice, referring to ñthe terror I would feel in writing ópoetryô freely.ò238 But if this 

 

236 Hanjo Berressem, ed., ñóIncerto Tempore Incertisque Locisô: The Logic of the Clinamen and the 
Birth of Physics,ò in Mapping Michel Serres (Ann Arbor: University of Michigan Press, 2005), 62.  

237 Warren F. Motte, ed., Oulipo: a primer of potential literature (Lincoln: University of Nebraska 
Press, 1986), 45. Raymond Queneau quoted in Jacques Roubau, ñfrom Mathematics in the Method 
of R Queneau.ò  

238 Georges Perec quoted in Motte, Oulipo, p. 20 
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sounds rigid and deterministic, Perec subverted his own invented systems with the 

deliberate introduction of an anti-constraint, the clinamen. 

At the etymological root of óaccidentô is the Latin root cadere, which means óto fall.ô 

In the ancient atomism of Democritus, revived by Epicurus, it was thought that the 

universe was comprised of atoms in motion through the void. The parallel fall of 

atoms presented a dilemma for the atomist philosophers, namely how to account 

for free will (and other accidents). Why would atoms ever collide at all? Epicurus 

suggested a swerve of atoms in the mind, an idea that the Epicurean poet 

Lucretius formalized and extended in the clinamen, a swerve that takes place at an 

indeterminate place and time during the fall and sets the trajectory for 

unpredictable atomic collisions instigating a series of increasingly perceptible 

effects, including free will. This concept was culturally ñrepress[ed]ò[Jacques 

Derrida,239 p. 18] for two thousand years before being recovered in the twentieth-

century, among new scientific and mathematical discoveries in complexity, by 

Henri Bergson, Jacques Derrida, Michel Serres, Gilles Deleuze, and Jacques 

Lacan240 among others.241 One of those others was the writer Alfred Jarry, whose 

invented ôscience of imaginary solutionsô recuperates the clinamen as part of the 

pataphysical method, and who passed on the concept through affiliation to OuLiPo, 

which began as a subcommission of the College of Pataphysics. 

For Perec, to only follow a set of constraints was the literary equivalent of the 

Democritean atomic system, mechanistic, predictable, and lifeless. Discussing his 

clinamen of the removed 66th chapter of La vie mode dôemploi, a 99 chapter novel 

whose structure was based on a knightôs tour of a 10x10 grid, Perec reasoned that: 

this chapter must disappear in order to break the symmetry, to introduce an error into the system, 

because when a system of constraints is established, there must also be an anti-constraint within 

 

239 ñMy Chances/ Mes Chances: A Rendezvous with Some Epicurean Stereophonies,ò in Taking 
Chances: Derrida, Psychoanalysis, and Literature, ed. Joseph H. Smith and William Kerrigan, 
Psychiatry and the Humanities, v. 7 (Baltimore: Johns Hopkins University Press, 1984), 1ï32. 

240 Berressem, ñThe Logic of the Clinamen,ò 53ï54.  

241 Including Karl Marx, whose doctoral thesis, ñDifference between the Democritean and the 
Epicurean Philosophy of Nature,ò considers consciousness, resistance, and overcoming fate 
through the figure of the Epicurean ôatom in declination.ô Notably, especially in the context of this 
research, Michel de Montaigne was rather dismissive of the concept of the clinamen, ñWherefore 
they were forced to add later a sideways, fortuitous movement, and also to furnish their atoms with 
curved and hooked tails, to make them capable of attaching themselves together and intertwining.ò 
The Epicureans were patching a hole in their system with a dubious twist. But if this was enough to 
explain why atoms came together at all, Montaigne continued, then ñwhy have they never happened 
to meet to make a house, or a shoe? Why do we not believe likewise that an infinite number of 
Greek letters scattered about the place would be capable of forming the web of the Iliad?ò, Michel 
de Montaigne, The Complete Essays of Montaigne (Stanford, Calif.: Stanford University Press, 
1965), 407. This last image could be part of a pre-history of generative art! 
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it. The system of constraints - and this is important - must be destroyed. It must not be rigid; there 

Ƴǳǎǘ ōŜ ǎƻƳŜ Ǉƭŀȅ ƛƴ ƛǘΤ ƛǘ ƳǳǎǘΣ ŀǎ ǘƘŜȅ ǎŀȅΣ έŎǊŜŀƪέ ŀ ōƛǘΤ ƛǘ Ƴǳǎǘ ƴƻǘ ōŜ ŎƻƳǇƭŜǘŜƭȅ ŎƻƘŜǊŜƴǘΤ 

there must be a clinamen - ƛǘΩǎ ŦǊƻƳ 9ǇƛŎǳǊŜŀƴ ŀǘƻƳƛŎ ǘƘŜƻǊȅΥ ά¢ƘŜ ǿƻǊƭŘ ŦǳƴŎǘƛƻƴǎ ōŜŎŀǳǎŜ ŦǊƻƳ 

the outset there is a ƭŀŎƪ ƻŦ ōŀƭŀƴŎŜΦέ242 

At the conclusion of Warren Motte Jr.ôs ñIntroduction to Oulipo,ò the source of the 

translation of the above quote, ñOulipiansò are given a definition that suggests 

motivation for Perecôs choreography of constraints and anti-constraints: ñrats who 

must build the labyrinth from which they propose to escape.ò243 It reminds me of the 

ñfort/daò in Freud, who observed that the little baby Ernst would throw his toy away 

out of view, causing some satisfaction in causing the disappearance. But there 

would also be disappointment or longing and when the toy came back (because 

mother picked it up, or Ernst himself pulled it back by a string) he would exclaim, 

ñDa!,ò in delight. The contradiction of the constraint, that it both enabled freedom 

and was ultimately deterministic, was unraveled, Da!, by the clinamen. 

Automatism meant something different for OuLiPo than it did for orthodox 

Surrealists. Queneau, who left the Surrealists or was excommunicated by Breton, 

understood the automatic expression of chance or the subconscious as 

unintentional, whereas the application of constraints in OuLiPo, while automatic, 

was deliberate. And the clinamen did re-introduce the aleatory, but it did so 

intentionally, controlling chance. The concept of the clinamen, part of OuLiPo from 

the start, could be seen as a kind of immanent swerve to the group.244 It was 

already a part of their constitution, their orientation, even without actively deploying 

it as a method - which, according to some histories,245 they didnôt do until the 

1970s. While executing a text within the ôS + 7ô constraint, itôs said that writers 

would occasionally not choose the 7th noun, but another that worked better. In 

other words, OuLiPo, whether they would admit it or not, would bend and break the 

rules if they really wanted to. Perec, who was extraordinarily diligent and virtuosic 

in his execution of constraints to the extent that, while writing La vie mode 

dôemploi, he kept an accounting for each chapter of the 42 different constraints he 

 

242 Motte, Oulipo, 24.  

243 Motte, Oulipo, 25.  

244 The different members of the OuLiPo had different approaches to the relationship between the 
constraint and the piece of writing that might potentially be produced using that constraint, with 
some, like François Le Lionnais, saying that no example need be produced, whereas for Perec the 
writing was clearly essential. There was no unanimity around the question of the relative value of 
the example, how many needed to be produced to illustrate the constraint, and how rigorous the 
application of constraints or clinamen ought to be. 

245 Mark Wolff, ñReading Potential: The Oulipo and the Meaning of Algorithms,ò Digital Humanities 
Quarterly 1, no. 1: 10, accessed March 14, 2018, 
http://www.digitalhumanities.org/dhq/vol/1/1/000005/000005.html.  

http://www.digitalhumanities.org/dhq/vol/1/1/000005/000005.html
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was using. After the 42nd chapter, he stopped counting and simply continued to 

write. In La vie mode dôemploi, the clinamen was the missing chapter; but also this 

missing accounting; and also, for instance, the 18 constraints that Perec did not 

use in Chapter 5, according to his own tally.246 

How do I bring this discussion of automation and the clinamen up to the present? 

One way to begin is to look towards the role of the computer in the application of 

constraints in OuLiPo, especially since the formal methods of permutation, 

combination, list look-ups, reversal, substitution, and decision trees map so closely 

to computational capabilities. Digital Humanities scholar Mark Wolff describes how 

the group was engaged with this question from their start in 1960, even working 

with a computer programmer to generate a potential telephone book (Figure 12) of 

generative people. There are strong parallels with NVIDIAôs StyleGAN architecture, 

seen in use on thispersondoesnotexist.com (Figure 13), which synthesizes 

portraits of people, who could very well be listed in that phone book. 

 

 

Figure 12: Image of computer-generated names and addresses originally in Mark Wolff, "Reading 
Potential," 2018. 

 

246 David Bellos, Georges Perec: A Life in Words, 2010, 
https://nls.ldls.org.uk/welcome.html?ark:/81055/vdc_100048902478.0x000001.  

https://nls.ldls.org.uk/welcome.html?ark:/81055/vdc_100048902478.0x000001
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Figure 13: thispersondoesnotexist.com, accessed 30 June 2019. 

 

Wolff notes that Le Lionnais, the scientist and writer, ñfound the phone book 

interesting because it was not particularly interesting: it was neither bizarre nor 

funny, and it looked like a real phone book,ò247 while others werenôt as convinced. 

The line between what had potential for literature and what didnôt, what was 

interesting and what wasnôt and why, has echoes in the publication of the computer 

science research of NVIDIA; the reception of thispersondoesnotexist.com as 

uncanny, sinister, yet humorous in its banality; and the many more conventionally 

artistic appropriations of StyleGAN in the months after its release, which were 

comfortably ambiguous in their resistance to representation.248 Jacques Bens, 

another founding member of OuLiPo, recalled that the experience of generating 

literature with the computer concerned some members because the complexity of 

the computer and the total delegation of control threatened to reintroduce chance, 

becoming a new non-intentional automatism.249 Software-based generative art 

reaches the same impasse, which it proposed to overcome with the curatorial 

function of the artist, who chooses what examples to sign and exhibit from among 

 

247 Wolff, ñReading Potential,ò 6.  

248 My own essay ñArtificial Imagination: Deepfakes from Latent Spaceò goes further into this. 
Although it was written prior to the publication of the StyleGAN paper, it focuses on earlier GAN 
research by the same lab. 

249 I am relying on Wolffôs summary (also on pg. 6) of this section of Jacques Bensôs book, Jacques 
Bens, OuLiPo: 1960-1963 (Paris: C. Bourgois, 1980), pg. 
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the nearly infinite possible outputs. This could be precisely what Calvino was 

suggesting when he argued that the computer allowed the writer-artist ñto liberate 

himself from the slavery of a combinatory search, allowing him also the best 

chance of concentrating on this óclinamenô which, alone, can make of the text a true 

work of art.ò250 Contemporary generative art tends to place the artistôs aesthetic 

tastes in the position of clinamen, although an ultimately uninteresting one because 

it reinforces existing norms (much the same way that AI perpetuates the latent bias 

of the data set) rather than proposing new ones. 

Another approach would be that of the clinamen-performer,251 the transduction 

between the text and the audience, which like Michel Serresôs óparasiteô252 is a kind 

of static in the system, a means of transmission that is also an obstructive noise. 

What makes the clinamen-performer different than, say, just a performer? The Live 

Artist who coined the term, Oliver Bray, suggests that it is simply a submission of 

the performer, who is by nature suggestible, energetic, and error-prone, in 

ñresponding to oulipian restriction.ò253 Discussing the experience of performing a 

new translation of Georges Perecôs radio play, La Machine (1968), Bray recounts 

how performers slipped between submission, ateleological competition, disruption, 

and play while reading their lines, which had been written according to rigid 

constrains that transformed a Goethe poem. The four voices of La Machine, a 

System Control and three Processors, responded to the growing role of 

computation, both in the wider society and narrowly in the focus of artists on 

instructions and process throughout the decade. Calvino had just suggested in 

ñCybernetics and Ghostsò that the computer might replace the writer entirely. After 

performing the piece, Bray wrote that ñPerecôs representation of a machine in the 

play is an ironic step in that direction, demonstrating the shortcomings of real 

people while celebrating their necessity in providing texture and/or pleasure to the 

mechanical.ò254 The clinamen-performer is a performative anti-constraint. The óreal 

personô does introduce some friction, it does make the text òcreak,ò but I would also 

argue that within certain circumstance, the performance of a globally computational 

system across the materiality of sensors, networks, across jurisdictions and 

cultures, is also performative and prone to ñnot working.ò The clinamen-performer 

can be - but does not need to be - human. In my s2t, for example, the expressivity 

 

250 Calvino, ñProse and Anticombinatorics,ò 187.  

251 Oliver Bray, ñPlaying with Constraint: Performing the OuLiPo and the Clinamen-Performer,ò 
Performance Research 21, no. 4 (July 2016): 41ï46, doi:10.1080/13528165.2016.1192866.  

252 Michel Serres, The parasite, trans. Lawrence R. Schehr (Baltimore: Johns Hopkins University 
Press, 1982).  

253 Bray, ñPlaying with Constraint,ò 41ï42.  

254 Bray, ñPlaying with Constraint,ò 44.  

https://doi.org/10.1080/13528165.2016.1192866
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and inconsistency of the human voice undermines the clean delivery of the original 

text, but so to does the complex apparatus of Google Docs, network, Google data 

center and algorithms, which the performer both uses but is also entangled within. 

If the clinamen-performer responds to ñoulipean restrictionò then the òperforming 

speakerò is posed by Erving Goffman in 1976 against the written text of a lecture. 

The script is never transmitted directly from page into the minds of everyone in the 

audience, but is unfurled over time within a social context by a particular person. 

Goffman discusses how the lecture cleaves the experience in two, separating the 

ñenduringò subject matter of the talk from the ñfelicities or unfelicities of the 

presentation,ò255 a characterization that carries reverberations of Aristotleôs 

essential qualities as opposed to accidental ones. This separation of content and 

form - or the òcakeñ and the ñboxò256 - interacts in interesting ways, where the 

expression of the text is occasionally unwound by the presentation, or what 

Goffman describes as ñthe additional footings that can be managed at the same 

time, footings whose whole point is the contrast they provide to what the text itself 

might otherwise generateé a running counterpoint to the text.ò257 It can go too far, 

however, and the audienceôs attention can shift from the what to the how of the 

lecture - to the meta-commentary, to the excessive gestures, fidgeting, and 

stuttering, to the ñsupportive animationò - òjeopardiz[ing]é the partition between the 

inside and the outside of words,ò258 leading to an unpleasant experience of failure 

for the audience. 

One audienceôs pain is, however, another audienceôs pleasure. The framing 

collapse that would overwhelm the text and distract the audience from its meaning, 

the focus of attention on the mechanics of presentation where the lecturer flips 

from a ñspeaker performingò to a ñperforming speaker,ò are precisely the desired 

outcome of many lecture performances in contemporary art. Goffman, for his part, 

recognizes the possibility of the primarily performative mode of lecturing and is 

performatively dismissive of such an idea, saying, òHe who attempts such 

breaching, and succeeds, should have come to the occasion dressed in tights, 

carrying a lute.ò259 The introduction of his lecture on ñThe Lectureò is insistently 

dismissive and defensive, as if concerned that he, a serious academic, might be 

lumped in and cast aside with irreverent artists. Therefore, Goffman distances 

 

255 Erving Goffman, Forms of Talk, University of Pennsylvania Publications in Conduct and 
Communication (Philadelphia: University of Pennsylvania Press, 1981), 166.  

256 Goffman, Forms of Talk, 173.  

257 Goffman, Forms of Talk, 174.  

258 Goffman, Forms of Talk, 173.  

259 Goffman, Forms of Talk, 163.  
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himself from that ñpuerile opportunism,ò a category that includes òthe John Cage 

school of performance rip-offs.ò260 

One year earlier, in 1975, Dan Graham stood before an audience giving a 

monologue - a lecture, maybe - that might be the apotheosis of the performing 

speaker, Performer/Audience/Mirror. Standing before a mirrored-wall that reflected 

his back but also the front of the entire audience, Graham described in real time, 

with the urgency of a horse-racing commentator, his own performing body. ñIôm 

standing on my right foot,ò is the way Graham begins, giving voice to the barely 

visible objective reality of the performance. It seems as if every shift in his posture 

is narrated, but we also know that the pile up of words canôt possibly capture 

everything and there must inevitably be some loss, and that what is transmitted 

through the narration is only that which Graham notices, finds interesting, or 

remembers. At one point, with both hands to his face, rubbing, he begins to 

interpret the pose he is making (and canôt see) as religious in its symmetry. In this 

interpretive shift, the narration begins purposively putting images into the mind of 

the audience. As the rubbing moves to his outer thighs his increasingly subjective 

words seem to give him the idea to move forward, Grahamôs narration now no 

longer reflecting but feeding back into action. As he notes the òmild amusementò of 

certain people in the audience, the focus of Grahamôs observations shifts to the 

observers, effectively collapsing everything in the room into the content of the 

monologue, such that the discomfort of individuals shifting their gaze and bodies is 

vocalized. 

Performer/Audience/Mirror would be, in Goffmanôs terms, a box with no cake, or a 

box that makes its own cake. In Goffmanôs lecture, however, when characterizing 

the charlatans who would use to opportunity of the podium ñto talk about something 

ready to hand,ò such as ñwhat it is like to address you,ò261 it doesnôt quite reflect 

Grahamôs performance, which isnôt so much about what it is like so much as what it 

is. It is literally a meta-reflection but it isnôt holding the mirror - it is a mirror caught 

in its own reflection. 

Whatever was animating Goffmanôs antipathy towards and fascination with the 

aesthetic component of the lecture, Goffmanôs own lecture was, of course, an 

articulate consideration of exactly these performative qualities. But, because of his 

scholarly focus, he maintained a commitment to knowledgeôs connection to the text 

and not the ñanticsò262 of the speaker. Nonetheless, ñwhen communication occurs, 

 

260 Goffman, Forms of Talk, 162.  

261 Goffman, Forms of Talk, 162.  

262 Goffman, Forms of Talk, 166.  
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noise will also,ò263 like an uninvited guest, and it will creep in at many levels, from 

outside the space of the lecture to within, but most prominently in the body of the 

speaker themselves, who: 

must breathe, fidget a little, scratch occasionally, and may feel cause to cough, brush back his hair, 

straighten her skirt, sniffle, take a drink of water, finger her pearls, clean his glasses, burp, shift 

from one foot to another, sway, manneristically button and unbutton a jacket, turn the pages and 

square them off, and so forth.264 

This could almost be Dan Grahamôs score in Performer/Audience/Mirror. Similarly, 

the script for Robert Morrisôs 21.3 (1964) was not simply the text from Erwin 

Panofskyôs Studies in Iconology, but margin notes specifying stage directions, like 

those again in the list above. And Andrea Fraser, who has appropriated the format 

of gallery talks and exhibition welcomes beginning in the 1980s (Figure 14), studies 

and redeploys the conventional behaviors (in addition to the rhetorical formalities) 

before collapsing their limits by, for example, stripping off her clothes. It could be 

said that the entire tendency in contemporary art and dance of the ñlecture 

performanceò from the early 2000s attends to the extra-linguistic parts of public 

speech. 

 

Figure 14: Andrea Fraser, Museum Highlights: A Gallery Talk, 1989. 

 

263 Goffman, Forms of Talk, 182.  

264 Goffman, Forms of Talk, 183.  
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The pre-history of lecture performances would include Graham, Morris, and Fraser, 

but also Joseph Beuysôs How to Explain Pictures to a Dead Hare (1965) and 

Robert Smithsonôs Hotel Palenque (1969). By the time lecture performances had 

become a format of interest to curators and writers, for example the ñPerforming 

Lectures Seriesò organized by Unfriendly Takeover in Frankfurt between 2004 and 

2006, the Lecture Performance exhibition in Belgrade and Cologne265, Patricia 

Milderôs essay, ñTeaching as Art: The Contemporary Lecture Performance,ò and 

Maaike Bleekerôs ñLecture Performance as Contemporary Dance,ò there was 

nearly a decade of material to reflect on, including an ñeducational turnò in art 

manifesting in an explosion of schools and other pedagogical platforms, such as 

the Copenhagen Free University (2001-2007) to the School of Panamerican Unrest 

(initiated in 2003).266 One of the earlier texts that discusses the lecture performance 

is a lecture performance by Pirkko Huseman in 2004, within Unfriendly Takeoverôs 

series, observing ña boom of lecture-performances in the dance world that calls for 

a theoretical examinationò267 that references dancer Xavier Le Royôs 1999 ñProduct 

of Circumstancesò as the spark. As Bleeker notes, ñProduct of Circumstances,ò and 

other early 21st century German avant-garde dance, ñconfront their audiences with 

a prominent absence of dance understood as continuous movements of a body on 

stage.ò268 One imagines Erving Goffman as dance critic, frustrated, òHe who 

attempts such breaching, and succeeds, should have come to the occasion 

dressed in tweed, carrying a laptop.ò 

Bleekerôs text is surprisingly interesting for me. I say surprisingly, because I have 

never felt a particularly strong relationship between what I do and dance. My 

assumption has always been that there is a bodily virtuosity and control, a good 

and confident posture, that has always escaped me. So, it surprised me then to 

read about Andre Lepecki, describing dance and writing compacted into the word 

ñchoreography,ò producing ñqualitatively unsuspected and charged relationalities 

between the subject who moves and the subject who writesò so that in the end ñthe 

 

265 Curated by Kathrin Jentjens, Radmila Joksimoviĺ, Anja Nathan-Dorn, and Jelena Vesiĺ. The 
exhibition also included a catalog that is not as well-known as other literature on the lecture 
performance that includes several interesting essays on the subject. Kathrin Jentjens, ed., Lecture 
Performance (Berlin: Revolver Publishing by VVV, 2009). 

266 I initiated one such project in 2007 called The Public School. 

267 Pirkko Husemann, ñThe Absent Presence of Artistic Working Processes. The Lecture as Format 
of Performanceò (Unfriendly Takeover, 2004), 1, http://www.unfriendly-
takeover.de/downloads/f14_husemann_engl.pdf. Unfriendly Takeoverôs series and documents 
collected within their archival website points to the beginnings of discourse, occurring within the 
German context, of this ñboom.ò  

268 Maaike Bleeker, ñLecture Performance as Contemporary Dance,ò in New German Dance 
Studies, ed. Susan Manning and Lucia Ruprecht (Urbana: University of Illinois Press, 2012), 7.  

http://www.unfriendly-takeover.de/downloads/f14_husemann_engl.pdf
http://www.unfriendly-takeover.de/downloads/f14_husemann_engl.pdf
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modern body revealed itself fully as a linguistic entity.ò269 This movement plays 

itself out in reverse in the development of computation, so that those programmers 

who write are often slouched and inert, while their algorithmic choreography directs 

the movement of shipping containers, bodies, transactions, and information. The 

program and its execution are separate, although we might use the occasion of the 

softwareôs execution to reflect back on the code, using some of the very methods 

of the lecture performance. For Lepecki, the bodyôs disciplined movement, its 

ñkinetic subjectivityò in modernity is critically ñexhaustedò by the interruptions and 

stasis of recent dance.270 Bleeker makes a point of not giving too much attention to 

choreography and writing in order to argue for a methodological conception of 

dance, or danceôs sensibility, as a ñmode of conductò271 such that from the 

exhaustion of dance emerges ña practice of exploration and experimentò272 that 

might be ñconstitutive of subjectivities and their realities.ò273 

ñProduct of Circumstancesò essentially takes the form of an auto-biographical 

artistôs talk, which discusses Le Royôs professional life prior to art as a molecular 

biologist and his experience in taking up dance, occasionally breaking the 

monologue to perform (from his earlier works, from the history of dance). Le Roy 

explains on his website that he was ñvery often presented as an atypical dancer or 

as a dancer molecular biologist. It became my currency.ò274 Normally this 

information would be marginal, part of the publicity and marketing to generate hype 

and individuate the artist (which, arguably, supplants the modernist value of 

creative genius), but with the lecture performance the peripheral framing becomes 

material. Le Roy isnôt cynical, but he recognizes what is happening and the format 

becomes a way of maintaining a certain degree of control over his own 

presentation. I am not mentioning this to make a point about artistic autonomy or 

self-determination, however, so much as to say that one thing that the lecture 

performance offers as a format is the possibility to construct a frame, with all of the 

responsibility that comes with the the act. Lucia Rainer describes the ñambiguity of 

 

269 André Lepecki, Exhausting Dance: Performance and the Politics of Movement (New York ; 
London: Routledge, 2006), 7. The Jesuit priest, Thoinot Arbeau, who coined the word within a study 
and manual of social dance called Orchésographie, lived across the French countryside from Michel 
de Montaigne.  

270 Lepecki, Exhausting Dance, 8.  

271 Bleeker, ñLecture Performance as Contemporary Dance,ò 10.  

272 Bleeker, ñLecture Performance as Contemporary Dance,ò 11.  

273 Bleeker, ñLecture Performance as Contemporary Dance,ò 13.  

274 
http://www.xavierleroy.com/page.php?sp=5ff3b0bfa8cfe85dab0293c2ce0dd7ca7be0a037&lg=en, 
Accessed April 21, 2019. 
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neither beingò lecturer nor performer because the performances ñadhere to two 

frames that never entirely blend.ò275 One of these frames is stubbornly real because 

there are expectations of verbal communication and an engagement with 

knowledge, inasmuch as it is a lecture. One thing that Goffman insists upon in the 

end is that the ñwider world of structures and positions is bled intoò the occasion of 

the lecture,276 underscoring that the lecture performance is finally embedded in a 

place and time in the real world. But, at the same time, it doesnôt give up its hold on 

the aesthetic frame which authorizes formal experimentation, self-reflexivity, and 

failures of communication. 

Like Le Roy, many artists are given the opportunity to discuss their practice before 

an audience. My own experience has been that I am invited to speak significantly 

more than I am invited to exhibit something, such that I personally began to think 

about how to approach those speaking opportunities as a site, treating them in the 

same way I would approach making an artwork. With an increasing number of 

artists not simply lecturing, but lecture performing, the lecture format becomes less 

ñdidacticò and more desirable for schools and institutions, who can grow their 

artistic and education program simultaneously. I donôt mean to say that the lecture 

performance ever grew to be ubiquitous - more accurate would be a trend within a 

certain segment of contemporary art - but by occupying a small footprint (spatially, 

temporally financially) the format can fit the needs of both community-based and 

artist run spaces as well as pop ups and art fairs. 

Notably, the timeline of the prehistory and recent boom of the lecture performance 

parallels that of generative art. Is this just a coincidence? Itôs difficult to understand 

computational writing and generative art in the 1960s outside of the context of the 

introduction of the computer into society. Similarly, Robert Morrisôs 21.3 is a direct 

response (its title taken from a Masters course number) to the growing 

professionalization of art, instituted in part through the new MFA degree that was 

sanctioned by the College Art Association in 1960.277 More recently, the millennial 

rediscovery of both generative art and the lecture performance correspond to the 

popularization of the internet and democratization of coding, on the one hand and, 

on the other, renewed energy behind the drive to professionalize artistic research 

with the PhD superseding the MFA as terminal degree. Each of these artistic 

responses to post-industrial capitalist development manifests differently. While they 

are both performative in the simplistic sense of having a script and executing it, in 

generative art the artist is usually óoffstageô or behind the scenes. There is no 

 

275 Lucia Rainer, On the Threshold of Knowing: Lectures and Performances in Art and Academia, 
Critical Dance Studies, volume 46 (Bielefeld: transcript, 2017), 75ï76.  

276 Goffman, Forms of Talk, 192.  

277 Firunts, ñStaging Professionalization,ò 22.  
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human body; in fact, the absence of the human body (as creator of the artwork) is 

the typical dramatic arc, until at the last moment the human has been there all 

along, orchestrating everything. Often in the lecture performance, the artist is the 

focus of attention, the machine who animates their own text.278 However, the ñsocial 

and situated conditionsò279 within which the lecture performance occurs allows for 

an ñopennessò280 that de-centers the performer and allows for contingency, for 

personal affect in the experience of the work, and not merely its ñgeneration.ò 

Expanding the Lecture Performance 

The creative component of this project is archived and presented through an online 

interface that enacts many of the themes and concepts that have driven the 

research overall. Rather than display all the material in some tabular or list-like 

structure, the viewer is instead plunged into a mediated dialog with some other 

entity. ñHi,ò it says, in the disarming and casual tone that saturates corporate 

customer relations. And like the customer service representatives of many 

companies, this one turns out to be an AI chatbot, whose underlying ñintelligenceò 

is rented out to me by IBM. Unlike those representatives, however, this chatbot 

identifies not so much as a helpful employee, but as me, the artist, heightening the 

familiar observation that ñthe contemporary artist embodies the figure of the 

precarious, entrepreneurial worker, the manager of his own human capital.ò281 

 

278 Goffman disaggregates the òspeakerñ into ñanimator,ò ñauthor,ò and ñprincipal.ò Goffman, Forms 
of Talk, 167.  

279 Rike Frank, ñWhen Form Starts Talking: On Lecture-Performances,ò Afterall: A Journal of Art, 
Context, and Enquiry, no. 33 (June 2013): 15, doi:10.1086/672015.  

280 Frank, ñWhen Form Starts Talking,ò 9.  

281 Irmgard Emmelhainz, ñArt and the Cultural Turn: Farewell to Committed, Autonomous Art?ò E-
Flux, no. #42 (February 2013), https://www.e-flux.com/journal/42/60266/art-and-the-cultural-turn-
farewell-to-committed-autonomous-art/.  

https://doi.org/10.1086/672015
https://www.e-flux.com/journal/42/60266/art-and-the-cultural-turn-farewell-to-committed-autonomous-art/
https://www.e-flux.com/journal/42/60266/art-and-the-cultural-turn-farewell-to-committed-autonomous-art/
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Figure 15: Sean Dockray, Learning from YouTube, 2018. Video still. 

 

Although it doesnôt take place in a lecture theater, this performance of the self and 

other performances like it provide an opportunity for staging encounters with the 

algorithms driving our post-industrial, big-data-based, automatic society. They are 

sites where spoken and written language is structured by computational 

languages, offering an opportunity for the former to speak to the latter. In much the 

same way that the lecture-performance is both a text, but also a performance of 

that text within a particular set of material conditions, an expanded conception of 

the lecture-performance might place itself within the conditions of which it speaks. 

So, for instance, my interrogation of the gradual automation of stenography in court 

systems, Stenographerôs Memorial (2017), was staged in the Federal Courthouse 

in collaboration with both Googleôs speech recognition engine - extending my 

earlier s2t (2015) - and a stenographer, who transcribed not the spoken word but 

the ambient sounds within the room. Learning from YouTube (2018) is a didactic 

YouTube video (Figure 15) about the Google AudioSet for training machine 

listening algorithms, which aspires to insert itself into that very dataset. Always 

Learning (2018) is an installation that put three corporate clouds (Google, Apple, 

and Amazon) in conversation with each other through their flagship AIs (Google 

Home Assistant, Siri, and Alexa) and then staged a collective connection to these 

data centers through a kind of incantatory performance within the installation. And 

AI-Commune (2015) put several of my peers and influences together in 

conversation through ñartificial intelligencesò created from corpuses of texts that 
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they donated to me, while a public workshop gave an audience the opportunity to 

do the same after a lecture that examined the whether the commune form held any 

potential within an age of networked computation. 

 

 

Figure 16: Robin DeRosa Twitter post, 22 June, 2019. 

 

Furthermore, each of these projects was constructed primarily through voice (albeit 

not always spoken), giving focus to the ways in which language, speech, and 

sound are increasingly a context through which algorithmic power operates. During 

this research, Australians adopted smart speakers faster than any other 

technology, going from none in June 2017 to 30% of the adult population in 

December 2018.282 Siri and Alexa have became ubiquitous with Cortana, Bixby, 

and a host of other AIs jostling for attention. These entities are increasingly brought 

into the home unwittingly (Figure 16), especially as more and more devices are 

ôempowered with the sense of hearing,ô connecting between devices and back to 

algorithms running in the clouds. Every time I do something in the four corners of a 

screen, I am conscious of the peculiar device, the phone or laptop, that frames the 

screen and then to some degree the networks it is embedded within. The smart 

 

282 Bret Kinsella and Ava Mutchler, ñSmart Speaker Consumer Adoption Report: March 2019 
Australiaò (Voicebot.ai, March 2019), 3.  



 

80 

 

speaker attempts to provide an ambient sense of ease, a seemingly unfettered and 

unframed experience that lowers my guard. Perhaps this is why the paraphernalia 

of home computing, the cables and PCs and modems, will be remembered less as 

a flood than a wave that recedes and leaves behind a ôtraditionalô 1960s home 

saturated with computation. All that is left behind is a voice. 

 

 

Figure 17: Susan Bennett, the original voice of Siri, reading NaturallySpeaking by Tyler Coburn. 
Part of User Agent, curated by Rachel Valinksy c/o NYPAC, March 29, 2015, Judson Church. 

 

Ultimately, these automated voices arenôt as ethereal and immaterial as they would 

like us to believe. They are the product of real labour. Susan Bennett worked for an 

entire month reciting nonsensical phrases to build the voice of Siri. ñThe true origin 

of the voice is hidden from view,ò283 writes the artist Tyler Coburn in 

NaturallySpeaking (2013-2015), which addresses this among other consequences 

of this new oral regime. Like Coburn, I have moved between writing essays, 

developing scripts, and performing them as a means of engaging with voice 

recognition and speech synthesis. While NaturallySpeaking had Bennett òlead 

 

283 Tyler Coburn, ñNaturallySpeaking,ò in You Are Here: Art After the Internet, ed. Omar Kholeif 
(Manchester : London: Cornerhouse ; SPACE, 2014), 156ï67.  
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listeners in a pseudo-training session,ò284 my performance Chorus (2018) had 

participants collectively actually train a new synthetic voice by reading aloud 

excerpts from the one-sided contract between Uber and its drivers. The results 

(from both Mt. Gambier, South Australia and Hobart, Tasmania) were rough and 

unnatural, as the machine learning algorithm struggled to stitch together the grains 

of many individual voices, but the ótrainingô process allowed for discussion about 

the work embedded in these voices as well as the separation and individualizing of 

voices within the gig economy. 

All of these projects provoke and perform with some generative process. They 

donôt delegate or relinquish control to an external agent so much as get sucked up 

into it. In the adversarial schema I described earlier, they try to generate an 

interference pattern that opens a space for critical deliberation and potential 

intervention. 

 

284 Tyler Coburn, ñNaturallySpeaking,ò 2013, http://www.tylercoburn.com/naturally.html.  

http://www.tylercoburn.com/naturally.html
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Preemption 

Control is a mode of power for Deleuze. It characterizes societies based in 

computer networks and information where subjects can move freely within 

designed parameters. When Vilém Flusser talks about control he means 

something that has been lost, namely freedom: ñThe crisis of authority has not led 

to the emancipation of society, but as it allows for an apparent freedom of choice, it 

has led to the cybernetic totalitarianism programmed by apparatus.ò285 

Rather than periodizing disciplinary society and a control society - evoking power 

and politics - Flusser thinks in terms of industrial society and post-industrial 

society.286 óIndustrialô is, like so many words deployed by Flusser, both familiar and 

alien. His ñLexicon of Basic Conceptsò at the end of Towards a Philosophy of 

Photography has only one neologism (textolatry) and the rest are common words 

(like work, tool, and reality) that are defined in unusual ways.287 Industrial society is 

ña society in which the majority of people work at machines,ò placing emphasis not 

on urban or economic forms, but on the relationship between workers and 

technology; and post-industrial society is ña society in which the majority of people 

are occupied in the tertiary sector.ò288 Work, machine, and tertiary sector are all 

defined in the Lexicon, with their definitions depending on further redefinitions, like 

tool, object, inform, and information. Discussing freedom in a post-industrial society 

becomes a matter of relearning everything.289 

In a post-industrial society, people donôt work, they are occupied. Work is left to 

automatic machines that manipulate the material world into mass-produced 

objects. Being occupied means that people are functionaries and programmers 

involved in the processing of symbols, like a white collar worker who sends memos 

and fills in spreadsheets. So far, it doesnôt sound so different from accounts of 

immaterial and affective labor (such as in Michael Hardt and Antonio Negriôs 

 

285 Flusser, Post-History, 86.  

286 Flusser, Post-History, 28.  

287 Flusserôs introductory note acknowledges that ñthese definitions are not intended to have a 
general validity but are offered as working hypotheses.ò Vil®m Flusser, Towards a Philosophy of 
Photography (London: Reaktion, 2000), pg. 7 

288 Flusser, Towards a Philosophy of Photography, pg. 84.  

289 While the Lexicon suggests a pedagogical dimension to the text, it is much more clear in Post-
History, which was originally written as a series of lectures for students, and Does Writing Have a 
Future?, which asks ñDo we have to go back to kindergarten?ò, Vil®m Flusser, Does Writing Have a 
Future?, trans. Nancy Ann Roth, Electronic Mediations: V. 33 (Minneapolis : University of Minnesota 
Press, c2011., 2011), 155 
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Empire) or, more recently, rehabilitated discussions about a óuniversal basic 

incomeô and the possibility of óa world without work.ô290 Flusser moves in an entirely 

different direction, however, asking what the ontological consequences of such a 

post-industrial society are. Itôs not that we are simply engaged in new forms of 

work, but that our entire way of thinking, seeing, and experiencing has become 

functionalized, ñour thoughts, feelings, desires and actions are being robotized.ò291 

Flusserôs dark and totalizing vision (even if he often conjures a cautious optimism) 

is based on the proposition that the world and human life is programmed in post-

industrial society. At first glance, to be programmed seems analogous to being 

controlled and since both terms evoke computers, one might make an equivalence 

between the two. This would be a mistake because there are fundamental 

differences. Firstly, control emerges through a breakdown of institutions, with 

Kafkaôs portrayal of the legal system as an early example. The camera is a 

ñprototypeò for the programmed apparatuses of the present and near future, 

placing it not only earlier in time but dispersed via media technologies. Whereas 

control is dispersed and, as a concept, doesnôt give as much attention to where it 

came from and how it emerged as to the nature of its effects, programs are closely 

tied to apparatuses and have a coherence and agency all of their own. Finally, 

where one might assume that calculability is the dominant characteristic of 

programming ï and the language of control certainly embraces this term ï Flusser 

counterintuitively nominates chance as the fundamental concept. 

Chance is not simply randomness, but the unrelenting realization of a programôs 

latent possibilities. A program makes a large, but ultimately finite number of things 

possible. Unrealized, they are virtualities. Chance is the process in which 

virtualities become real. Programs, for Flusser, are ñgames in which every 

virtuality, even the least probable, will be realized of necessity if the game is played 

for a sufficiently long time.ò292 Itôs not just that something ï a camera or a 

microcontroller, for example ï operates according to a program, but that 

programming becomes the framework through which we understand the world. The 

structure of DNA holds within it a universe of potential forms. The possible futures 

for a world with nuclear energy includes total destruction. 

But donôt these things happen for reasons? Isnôt that precisely not chance? Flusser 

distinguishes chance from two prior paradigms, causality and fatalism. Whereas 

 

290 In Flusserôs phrasing, ñhumankind is becoming unemployed and thus free to pursue the useless 
dialogical elaboration of pure information.ò Flusser, ñThe Photograph as Post-Industrial Object,ò 
331. Elsewhere, he terms this ñprogrammed totalitarianism.ò Vil®m Flusser, The Shape of Things: A 
Philosophy of Design (London: Reaktion, 1999), 93 

291 Flusser, Towards a Philosophy of Photography, 80.  

292 Flusser, Post-History, 22.  
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the fatalistic thinker searches for a purpose (usually religious or mystical) behind 

events, and the causal thinker explains an event by identifying the (typically 

scientific) causes for it, the programmatic thinker is in the absurd position of having 

no reason beyond the functioning of the program itself.293 The program, which at 

one time might have been influenced by human intention, has become automatic 

such that ñsituations that were not intended by anyone will realize themselves by 

chance.ò294 Given Flusserôs expansive idea of what a program might be, this is truly 

terrifying, ultimately leading to atomic war, environmental collapse, and whatever 

other heretofore unimagined catastrophes lie waiting within the technological 

program. The only recourse available to humans is sabotage, to slow the 

programôs incessant exploration of its own virtualities, recalling Walter Benjaminôs 

inversion of Marxôs revolutionary progress: 

Marx says that revolutions are the locomotive of world history. But perhaps it is quite otherwise. 

Perhaps revolutions are an attempt by the passen­gers on this train ς namely, the human race ς to 

activate the emergency brake.295 

Blind progress, for Flusser, is the terrifying realization of a programôs endgame. 

When he writes of catastrophe that ñIt is programmed to do so,ò296 it echoes Paul 

Virilioôs accident as that failure embedded within any technological development, 

ñthe shipwreck which did not exist before the ship did.ò297 There is, however, no 

comfort to be found in his writing in the idea of ógoing back,ô but only some hope in 

ógoing through.ô He insisted that ñthere is no place for human freedom within the 

area of automated, programmed and programming apparatuses, in order finally to 

show a way in which it is nevertheless possible to open up a space for freedom.ò298 

The delay, introduced by the saboteur, provided the possibility for such an opening. 

Within this gap ï or perhaps this turns out to be the very thing that produced the 

gap ï we could ñbecome conscious of the absurd stupidityò299 of the apparatus. 

Neither going forward nor going back (ñwe dread romantic anti-rationalism as much 

as enlightened rationalismò300) we must instead ñgrasp [the apparatus] in their 

 

293 Flusser, Post-History, ñOur Program.ò pp.19-26.  

294 Flusser, Post-History, 126, Emphasis in the original.  

295 Walter Benjamin, Volume 4, 1938-1940, ed. Michael W. Jennings, Selected Writings 4 (Harvard 
University Press, 2003), 402.  

296 Flusser, Post-History, 126.  

297 Virilio, The Vision Machine, 28.  

298 Flusser, Towards a Philosophy of Photography, 81ï82.  

299 Flusser, Post-History, 66. Emphasis mine.  

300 Flusser, Post-History, 129.  
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cretinous concreteness,ò accept that its absurdity is our reality, and learn to play its 

game (or else be played).301 

As it turns out, however, óplay or be playedô ï or óprogram or be programmedô ï 

isnôt a choice so much as an aspiration. The games of apparatuses are constantly 

recoding players as pieces and turning outsides into insides. Take Flusserôs 

distinction between programmers and functionaries: at a superficial level, 

programmers are the ones who write the programs and functionaries are the ones 

who use them. But if we look more deeply, the two collapse into each other. 

Computer programmers program by pushing buttons in order to manipulate 

symbols. Every choice made in every keystroke is, however, a choice made within 

another program, a metaprogram. ñAnd this regression from meta- to meta-, from 

the programmers of programmers of programmers, proves to be infinite.ò302 At 

every level, programmers are simultaneously functionaries. 

Functionaries in a post-industrial society are the analogue to serfs in agricultural 

economies or workers in the factories. ñThe codified worldò303 is the functionaryôs 

world of life and work, a programmed totality that seems comparable to a ócontrol 

society.ô Importantly, the functionary isnôt simply a user of the program, but one 

who has a function, which suggests that they are, like a function within computer 

programming, part of the program. This conflation of human and apparatus is most 

explicit in The Shape of Things: A Philosophy of Design: 

It becomes more and more apparent that the relationship between human being and robot is 

reversible and that they can only function together: the human being in effect as a function of the 

robot, and by the same token the robot as a function of the human being. The robot only does 

what the human being wants, but the human being can only want what the robot can do. A new 

method of manufacturing - i.e. of functioning- is coming into being: The human being is a 

functionary of robots that function as a function of him. This new human being, the functionary, is 

linked to robots by thousands of partly invisible threads: Wherever he goes, stands or lies, he 

carries the robots around with him (or is carried around by them), and whatever he does or suffers 

can be interpreted as a function of the robot.304 

Upon closer analysis, programmers turn out to be functionaries and functionaries 

are part of the programs, ultimately leading to the conclusion that ñ[t]he apparatus 

will form the real dominant class. It will be an inhuman society.ò305 Flusser doesnôt 

 

301 Flusser, Post-History, 26.  

302 Flusser, The Shape of Things, 93.  

303 Flusser, Post-History, 29.  

304 Flusser, The Shape of Things, 48. Emphasis mine.  

305 Flusser, Post-History, 32.  
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bemoan the lack of the human so much as the impossibility of freedom ï or, as he 

eventually called it, responsibility306 ï in this particular inhuman society. A 

humanistic approach to this situation might be critique or demystification and it is 

precisely these habits that Flusser insists against in order to find effective 

strategies that are attentive to the automaticity of the apparatus. 

By unveiling the hidden human intention behind the apparatus we can rely on 

traditional critical categories to reveal how it is a product of the interests of those in 

power. This is a mistake, says Flusser, because ñif we continue to seek for the 

purposes behind the programs that govern us, we will fall fatal victims to this 

absurd programming, which precisely predicts just such attempts at 

ódemythologizingô among its virtualities.ò307 Such ñKulturkritikò has become a part of 

the program! The new critical method would be something like ñsystems analysis,ò 

which Flusser anticipates being more generative and surprising than the critical 

methods of historical thought, which canôt uncover anything behind those ñthings 

that have already been fully criticized, fully calculated.ò308 This is a novel form of 

recuperation, but it is one that structurally repeats across Flusserôs thought, as new 

meta- levels continuously swallow up positions that had seemed to offer freedom to 

move and think. Avant-garde experimental photographers, for instance, who are 

consciously attempting to produce photographs that are not a part of the cameraôs 

program find that ñthe apparatuses themselves assimilate these attempts at 

liberation and enrich their programs with them.ò309 

In a post-industrial, post-historic, programmatic society, the difficult thing is not 

ideological critique, but ñthe need to learn to think apolitically.ò310 I am all to aware 

that this statement strikes my ears today as a terribly bad idea, particularly if it 

means that ñit makes no sense to try and distinguish between conservatism and 

revolution, between right and left.ò311 But this isnôt necessarily a denial of the 

factions active in political and social life today; perhaps, it gestures to the larger 

 

306 Vilém Flusser, Kenneth Kronenberg, and Anke K. Finger, The Freedom of the Migrant: 
Objections to Nationalism (Urbana: University of Illinois Press, 2003). ñWhat used to be called sin in 
the Middle Ages came to be called freedom in the modern era, namely the possibility of opposing 
fateé When one enters into a responsible relationship with another person, on loses oneself in the 
matter at hand, and that is a creative situationé At those moments something happens that might 
perhaps be called freedom, namely, creative engagement. I would give to the word responsibility 
the role that was accorded to freedom in the nineteenth century.ò (pg. 93).  
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program that allows for these different factions to articulate themselves today. Still, 

when Flusser foresees two distinct trajectories, ñfascism and the apparatus 

society,ò312 the stark reality may be turning out to be even worse: a fascist 

apparatus society. 

Algorithmic Governmentality 

If cybernetic programming makes critical methods outmoded in the sense of 

becoming ineffective, for Antoinette Rouvroy there is an even more fundamental 

dimension to the crisis of critique ð the subject no longer appears, there is no 

room for truth, and the space for critique shrinks to nothing. The name that 

Rouvroy and Thomas Berns have given to this regime of power is óalgorithmic 

governmentality,ô which addresses how big data mobilizes the automatic data 

collection, processing, and reproduction of social reality. It targets the field of the 

possible. Although Rouvroy is a lawyer, she studies the effects of computing not 

directly on law as such, but instead uses Foucaultôs concept of governmentality ñto 

see this impact through the transformations of knowledge and of the modalities of 

power (and resistance) that such technological developments implement.ò313 So 

while algorithmic governmentality ostensibly frees us from authority, it does so by 

ensuring the smooth continuity of neoliberal capitalism via optimization, calculation 

and preemption. 

Rouvroy grounds her ideas about computation in a redefinition of reality, generated 

by the massive accumulation of raw data and the growing time spent actively 

(browsing the Web, for instance) or passively (carrying a óconnectedô phone) 

online.314 Drawing on Luc Boltanskiôs work in his 2009 book, On Critique, she 

proposes that reality is being replaced by a new computational form of reality. 

Boltanski observes that there is a difference between reality, as it is shaped by 

social institutions, versus the world, as people experience it in their lives. In other 

words, reality is not óthe way things are,ô but a representation of the way things are, 

and the gap between these two things amounts to a space of ñradical 

uncertainty.ò315 It is within this space that critique becomes possible, for example by 
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313 Antoinette Rouvroy, ñGovernmentality in an Age of Autonomic Computing: Technology, Virtuality 
and Utopia,ò in Law, Human Agency and Autonomic Computing : The Philosophy of Law Meets the 
Philosophy of Technology / Edited by Mireille Hildebrandt and Antoinette Rouvroy., ed. M. 
Hildebrandt and Antoinette Rouvroy (London: Routledge, 2011), 6.  

314 Rouvroy, ñThe End(s) of Critique,ò 3.  

315 Luc Boltanski, On Critique: A Sociology of Emancipation, English ed (Cambridge, UK ; Malden, 
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accounting for things in the world that arenôt included in reality, in short challenging 

ñthe reality of reality.ò316 

Today, what we take to be the óworldô has changed. Now it is constituted by the raw 

digital data automatically collected through sensors and devices distributed 

throughout what we formerly called the world. The rawness of the data in this 

amorphous mass suggests that while they may have been produced by humans 

inasmuch as data, sensors, devices, and networks are all human creations, the 

data are ñtaken as the digital version of the world.ò317 And what, then, becomes of 

reality? It is extracted from the data via algorithms, which are also understood to 

have been created by humans but yet assumed to be rational, neutral and 

objective. The algorithms operate such that reality ñdoesnôt seem produced 

anymore, but always already there, immanent to the databases, waiting to be 

discovered by statistical algorithmic processes.ò318 Examples of algorithmic biases 

ð which appear frequently in the news ð usually are taken to suggest an 

unfortunate, continued presence of the human, ultimately reinforcing the belief in 

their capacity to transparently discover reality in the world. As a result, the gap 

between reality and the world collapses, as does the space for interpretation and 

critique. 

An important precondition for this algorithmic reality is the proliferation of data 

centers over the past 20 years, which have created the material conditions for this 

shift from networked computers to ñplanetary computation.ò319 The data that pours 

into these warehouses comes from governments, corporations ð both mentioned 

by Tiqqun ð and science, relatively unformatted and unprocessed compared to 

older kinds of databases that imposed limits on size and made strict demands on 

the shape of data.320 In the second stage, knowledge is ñproducedò by the 

automated processing of the data into patterns and correlations. Norms and 

hypotheses seem to emerge directly out of the data as opposed to being 

preexisting structures that are used as a lens through which to examine and test 

 

316 Boltanski, On Critique, xi.  

317 Rouvroy, ñThe End(s) of Critique,ò 3.  

318 Rouvroy, ñThe End(s) of Critique,ò 4.  

319 I am using this from Matteo Pasquinelli, ñThe Automaton of the Anthropocene: On Carbosilicon 
Machines and Cyberfossil Capital,ò South Atlantic Quarterly 116, no. 2 (April 2017): 311ï26, 
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the data.321 The algorithms that perform this processing can be constantly modified 

as new raw data becomes available. This modification is sometimes óby handô but 

increasingly is itself automated. Finally, in the third stage, the knowledge is used in 

order to anticipate behaviors,322 resulting in some effects that cybernetically feeds 

back into the raw data. 

One other source for recalcitrance is the future, or more specifically the ñunrealized 

part of the future, the actualisation of the virtual.ò323 But this realm of possibility is 

pre-emptively eradicated by an algorithmic logic tuned to prevent insecurity324 

through dynamic data processing and real-time adjustment of the environment. It is 

possible, even likely, that an individual will never feel directly constrained, but 

rather will be guided into contexts where conflict is least probable.325 Similar to the 

characteristics Deleuze identified in control societies, algorithmic governmentality 

should be seen less as a mode of prevention, where some threat of disciplinary 

force produces a conscious adjustment of individualsô behaviors, and more as a 

form of pre-emption that enables and guides behaviors along patterns already 

established. For Rouvroy, this process short-circuits individual reflexivity, their 

interpretive or deliberative capabilities, and ultimately any process of subjectivation 

(or that process by which individuals becomes subjects).326 Instead, individuals are 

sent ñsignals that provoke stimuli and therefore reflexes,ò327 which means that the 

automatic algorithmic systems extend themselves into the profiles and the bodies 

of individual and relations between bodies. The media arenôt an extension of man, 

but man becomes an extension of media. 

Adapting the concept of ñmachinic enslavementò from Felix Guattari, it is the signal 

that allows organs of the body to interact directly with machinic systems at a 

subconscious level, as opposed to the sign, which would necessarily activate 

consciousness and concomitant interpretive processes.328 In an extended quote in 

a footnote, Guattari gives the example of driving a car ñin a dreamlike stateé 

outside of consciousnessé almost even asleep,ò showing how ð along the lines 

 

321 Rouvroy and Berns, ñGouvernementalit® algorithmique et perspectives dô®mancipation,ò VII.  
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323 Rouvroy and Stiegler, ñThe Digital Regime of Truth,ò 10.  
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of Craryôs Sleep ð capital has been increasingly making inroads into our lives in 

ways we often donôt recognize. When Rouvroy, not unlike Flusser and Tiqqun, 

proposes ñinterrupting digital and capitalist flowsò her form of interjection is through 

the re-introduction social institutions such as ñthe judicial, theatrical, literary, 

laboratory scenes,ò329 converting signals to signs. 

Where Rouvroy talks about signals and signs, Flusser uses symptoms and 

symbols. At first glance, they appear to be parallel terms: symptoms are an index, 

an ñobjectiveò trace, and are therefore like signals in that they are messages that 

function outside of any system of meaning;330 symbols ñhave meanings,ò331 which 

makes them more like signs. For Flusser, the idea that technical images ð the 

automatic product of apparatuses, which might correspond to both the devices that 

collect raw data and to the algorithms that process that data ð produce symptoms 

is a pretension because ñapparatus transcode symptoms into symbols.ò332 This 

difference might be explained by the fact that Flusser was generally thinking about 

apparatuses that produced audio-visual material, so his critique of mistaking 

symbols for symptoms referred to the attitude of taking technical images as direct 

traces of the world. He wanted to emphasize that ñtheir significanceò is not 

ñautomatically reflected on their surfaceò333 and that instead they are ñnot only 

symbolic but represent even more abstract complexes of symbols than traditional 

images.ò334 The óuniverse of technical imagesô ð all those images that have been 

realized from the possibilities latent in the program of the apparatus ð is 

essentially Rouvroyôs world of digital raw data. Although Rouvroy characterizes this 

data as ñunfilteredé traces left,ò335 she wouldnôt disagree with Flusser because 

ñthey are not conventional symbols either.ò336 If anything, algorithmic 

governmentality represents a development of Flusserôs post-industrial society, with 

its programs programming programs, into the data center. 
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Making Data 

In 2008, writer-entrepreneur Chris Anderson announced òthe end of theoryò in the 

pages of WIRED magazine. The scientific method has become obsolete in the age 

of ñabundant data,ò ñmassive data,ò or ñthe data deluge,ò337 such that the important 

work being done in science has been through looking for correlations in the data 

rather than approaching the data with preconceived hypotheses. ñWe can throw 

the numbers into the biggest computing clusters the world has ever seen and let 

statistical algorithms find patterns where science cannot.ò The unstated 

assumption is exactly that which is made explicit by Antoinette Rouvroyôs 

description of (digital) reality: òthe numbers speak for themselvesò without any need 

for humans and their models or interpretations. The end of theory is not limited to 

science either. How could it be? The disciplines themselves are instances of those 

obsolete models: ñOut with every theory of human behavior, from linguistics to 

sociology. Forget taxonomy, ontology, and psychology.ò338 

As a way of introducing the automatic society, Bernard Stiegler identifies two 

exemplary statements to illuminate the fragile state of rationality under 

computational capitalism: one is Andersonôs article and the other is Alan 

Greenspanôs infamous admission of error in his Congressional hearing four months 

later. Whereas Anderson seems quite convinced of dataôs empirical truth-value, 

Greenspan acknowledged that relying on data led, in some degree, to the 

erroneous understanding of subprime mortgage risk and the ensuing Global 

Financial Crisis of 2007-2008. This acknowledgment, however, was reflexively ð a 

reflex common to both economists and programmers! ð followed by the 

counterfactual proposition, ñhad instead the models been fitted more appropriately 

to historic periods of stress, capital requirements would have been much higher 

and the financial world would be in far better shape today.ò339 The cybernetic 

fantasy of the end of theory is that with enough of the right data, truth will emerge 

untarnished by accidents or human prejudice. 

Wendy Hui Kyong Chun discusses another example of using the digital as an alibi 

in her discussion of face-recognition technology in the aftermath of September 11, 

 

337 I list them all because the one way he doesnôt describe it is in terms of ñbig data,ò which 
dominates today. 
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2001. The technology ñcorrects for visual subjective bias by inhumanly bypassing 

rationalization and deduction,ò340 identifying terrorists by correlating patterns of 

camera data. Chun quotes promotional media on the subject, which I will 

reproduce here because it all too clearly shows the prevalence of Andersonôs belief 

years before his article: ñThere is no chance for human error or ôracial profilingô 

because there is no need for a human operator to fixate on a particular person. 

The camera does it all automatically.ò341 In the ensuing seven years (and then the 

subsequent decade) the ñPetabyte Ageò342 would connect those automated 

cameras to an ever more comprehensive collection of facial data associated with 

medical records, communication trails, credit histories, and social network activity, 

heightening the stakes of Chunôs work on control and freedom. A paranoid society 

that values freedom but demands security (such as the U.S. after 2001) 

establishes control through òthe duplication of the real worldò343 in data. One cannot 

both refuse this control and be free and vice-versa: ñFreedom is something one 

cannot not want.ò344 

Although óthe end of theoryô as an ideological statement can be dismissed for its 

failure to account for its own ideology, or for failing to recognize the hidden (and 

often racist) models that continue to operate through the algorithmic processing of 

data, it succeeds insofar as it articulates a tendency that has only grown. The 

practice of theory, on the other hand, has continued its retreat into the University 

and even there its days appear numbered. A market-oriented digital media 

landscape and a security-obsessed state surveillance apparatus each ensure that 

we consumer-citizens become as fully transparent, so that as much data as 

possible is collected. 

The data that courses through networks and algorithms or sits stored on hard 

drives or magnetic tape didnôt just appear, spontaneously generating out of 

fiberoptic cables and silicon. From the 1890s until being phased out 1980s, punch 

cards and keypunch machines were used to translate something about the world - 

the 1890 United States census, for example - into a machine readable format. In 

the 1970s and 1980s, computer terminals became more widely available in offices, 

allowing data entry clerks to manually enter the information through use of a 

 

340 Chun, Control and Freedom, 263.  
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keyboard. This work was (and is) labour intensive, demanding speed, focus, and 

accuracy, but not much specialized training beyond the task at hand. I had this kind 

of job in the early 1990s, where I was given a stack of folded dot matrix printer 

paper to check against the contents of some database system, inventories of 

shoes, maybe. Related as this kind of data entry work was to clerical work, it has 

been historically women in these jobs. 

Entering data into a computer system involved essentially the same process as 

ñprogramming,ñ meaning that women were more central to the history of 

programming than the largely white male composition of the field today would 

suggest. Over the past few years, however, some of those early stories have been 

told, including Margaret Hamilton, who wrote software for the Apollo space 

program;345 Katherine Johnson, Mary Jackson, and Dorothy Vaughan, depicted in 

the film Hidden Figures, were black female mathematicians who worked as 

computers for NASA;346 and even Ada Lovelace, who wrote the first program (on 

paper) for Charles Babbageôs analytical engine. While it is possible to place 

women back into the history of computing in general and programming more 

specifically, it is also useful to understand acknowledge the specifically gendered 

division of computational labour. 

Before offices were computerized from the late 1950s onward, information 

processing was split into keypunch operators, primarily women, and punchcard 

machine operators, which were almost exclusively men. Keypunching created the 

cards that would be fed into punchcard machines in order to add, sort, or tabulate 

figures. ñSystems menò organized and designed the processes to be implemented 

by the machine operators and when computers arrived, programming emerged as 

a new role in the workplace, a hybridized analyst-operator. Not only did the gender 

division persist in programming, but Thomas Misa also describes that this division 

was actively maintained due to status anxiety and a defense of the emerging 

middle-class masculinity, oriented around organization rather than machine (or 

intellectual labour rather than manual labour).347 The continued presence of women 

as keypunch operators, whose numbers were steadily increasing in order to satiate 

the hungry computerized data systems, only reinforced the masculinist defense of 

programming and analysis as ñmenôs work.ò 
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Until 1992, women consistently outnumbered men in computer-related jobs, but 

were relegated to the low-paying manual work of punching cards or word 

processing. After 1992, something peculiar happened: men came to outnumber 

women by two to one, largely because of a drastic reduction in data entry clerks.348 

Even in the past year, data entry job advertisements have fallen by 56 percent.349 

One reason for this is that data entry has been distributed across many other 

occupations via online systems, such that information would skip paper and go 

óstraight to data,ô reducing the need for a specialized role. The other reason, of 

course, is the growth of automated equipment and processes for the ñenteringò of 

data into digital systems. 

 

Figure 18: What was called computer automation at one time still required human labour using the 
computer.350 
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òAutomationò was the general term for the transformation of labour when 

computers entered the workplace: ñComputer automation of data entry in the 

insurance industryò351 captions a photograph (Figure 18) depicting a woman typing 

data at a terminal. What I am describing is an automation of automation, as typing 

gives way to image scanners, optical character recognition, barcode and RFID 

scanning, speech to text transcription, and various forms of image and video 

analysis. On the crest of this wave are ñsmart speakers,ò which are voice-

controlled, wireless speakers that integrate AI in order to more naturally recognize 

speech and respond accordingly. Like a Trojan Horse, the smart speaker is 

brought into the home where it is then always on, listening, recording, and profiling 

for the manufacturer of its AI, Apple, Google, or Amazon. 

In 2017, members of the Sound and Video Understanding team352 at Google 

announced Audio Set, a new, enormous dataset that aspired to ñsubstantially 

stimulate the development of high-performance audio event recognizers.ò353 This 

announcement was accompanied by relatively little fanfare because, rather than 

news media, it was published on the Google research blog and in an academic 

paper. It was ð and still is, at the time of this writing ð an esoteric development, 

primarily of interest to programmers and machine learning enthusiasts. And 

crucially, it is temporally prior to any particular artificial intelligence, or machine 

learning application, that will be developed from the dataset. 

Safiya Noble argues that ñartificial intelligence will become a major human rights 

issue in the twenty-first century,ò particularly because of the way that automated 

decision making has served to deepen inequality by race, class, and gender, 

demonstrating that these algorithms are not òneutral.ò354 The algorithms that Noble 

writes about, such as the Google Search, are experienced as proprietary Black 

Boxes and her questions, ñTo whom do we appeal? What bodies govern artificial 

intelligence, and where does the public raise issues or lodge complaints with 

national and international courts?,ò remain largely unanswered.355 Since Audio Set 

has not yet been óbakedô into machine listening algorithms that govern the lives of 
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real people, does that mean there is opportunity for a different kind of intervention 

than those algorithms that already exist? 

Usually, ñmachine listeningò brings to mind the use of computers to transcribe 

speech into text, but ñaudio event recognitionò is a further step back from that. 

ñSpeechò is just one of 632 sound categories ð in fact, it is one of 13 different 

kinds of human voice sounds, such as ñsighò or ñwail, moanò ð in the Audio Set 

ontology.356 This hierarchical classification system defines the space of possibilities 

for all sounds and as such suggest a correspondingly vast number of applications. 

For example, an algorithm could listen for speech events before routing the signal 

to a speech to text translator; it could listen for the sound of crying and send a 

message to a parentôs mobile phone; it could count the number of times you clear 

your throat in a day, perhaps contributing data to an automated overview of your 

health. The ontology contains 25 musical genres,357 which already suggests 

commercial applications in the area of automated classification and 

recommendation systems. 

While all of these speculative applications of ñaudio event recognitionò seem like 

raw material for science fiction, it probably comes as no surprise that machine 

listening is already being deployed in the field of audio surveillance. Louroe 

Electronicsôs Intelligent Audio Analytics System, for example, detects gunshots, 

aggressive speech, glass breaking, and car alarms ñthrough advanced 

algorithms.ò358 Audio Analytic (Figure 19), who maintain their own proprietary audio 

dataset called Alexandria, develops software that is implemented by smart home 

devices to listen for alarms or break-ins, with annoyances like dog barks and 

snoring around the corner. Shooter Detection Systems provides technology for 

early detection of active shooter situations, with marketing material claiming their 

Guardian System ñremoves the ôhuman factorô so that nothing is left to 

interpretation and costly delays can be avoided.ò359 

 

356 ñOntologyò is the name used by the engineers at Google, drawing from a longer history of use in 
information science, to establish a ñfixed, controlled vocabular[y]ò to model some aspect of the 
world. ñOntology (information science)ò, Wikipedia, last modified 4 March 2018, 
https://en.wikipedia.org/wiki/Ontology_(information_science) 

357 While this number seems small and the list arbitrary to me, it greatly exceeds the 10 genres in 
the GTZAN dataset, which is widely used in music genre recognition research. Still, Spotifyôs 1,628 
genres, created by their genre taxonomist, Glenn McDonald, dwarfs them both. 

358 ñWhy Audio Analytics?ò, YouTube, accessed 3 April 2018, 
https://www.youtube.com/watch?v=fxg6ZfkgpM8 

359 òThe Guardian Indoor Active Shooter Detection Systemò, Shooter Detection Systems, accessed 
3 April 2018, http://shooterdetectionsystems.com/products/guardian/ 



 

97 

 

 

Figure 19: Audio Analytic homepage. (https://www.audioanalytic.com/, Accessed 24 June 2019) 

  

If the Audio Set ontology says nothing (and everything) by virtue of its 

exhaustiveness, itôs not hard to see how audio event recognition implementations 

could contribute to the automation of inequality. Louroeôs detection of aggression 

and broken glass brings to mind the ñbroken windowsò theory, which asks how to 

òidentify neighborhoods at the tipping pointé where a window is likely to be broken 

at any time, and must quickly be fixed if all are not to be shattered.ò At the time that 

the theory was introduced in 1982, the police did not have ñways of systematically 

identifying such areas,ò360 a limitation directly addressed by algorithmic 

surveillance. The preemptive logic of the theory ð hypothesizing that urban 

disorder cultivates actual, serious crime ð is reinforced by these algorithms, which 

aim to intervene ñbefore an incident turns into a violent outbreak.ò361 The fear and 

anxiety that is mobilized tends to be oriented towards specific groups of people, 

like ñpanhandlers, drunks, addicts, rowdy teenagers, prostitutes, loiterers, the 

mentally disturbed,ò362 ultimately subjecting these people to (sometimes lethal) 

police force in the name of ñsecurity.ò 

The mass of YouTube videos in Audio Set are akin to the cropped centerfold 

image of Playboy model, Lena Söderberg, which was used as a test image for 

digital image compression research and has been an industry standard for testing 

 

360 George L. Kelling and James Q. Wilson, ñBroken Windows,ò The Atlantic, no. March (1982), 
https://www.theatlantic.com/magazine/archive/1982/03/broken-windows/304465/.  

361 ñWhy Audio Analytics?ò 

362 Kelling and Wilson, ñBroken Windows.ò  

https://www.theatlantic.com/magazine/archive/1982/03/broken-windows/304465/
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imaging algorithms ever since. In the age of machine learning, the test image 

becomes a massive dataset. Near the end of 2016, the Google Research Blog 

announced YouTube-8M, a dataset of 8 million categorized YouTube videos in 

order to accelerate breakthroughs in machine learning and machine perception.363 

Not long afterwards, Sundar Pichai, Googleôs CEO, shifted the corporationôs 

strategy to be ñAI first.ò Suddenly, Googleôs decision to acquire YouTube in 2006 

seemed to be less about buying attention and a community, but also about 

purchasing massive amounts of data for training and testing AIs. Unbeknownst to 

every single person who uploaded these 8 million videos (2 million of which are a 

part of the Audio Set) their video would become a tiny granule that would shift the 

weights within an undetermined number of future neural networks. They had been 

retroactively automated, crowdsourced without realizing it, to be a memory for an 

algorithm with unknown politics. They had agreed to be used in this way 

somewhere along the line ð or something like that ð in some terms and 

conditions. And chances are, they will never know anyway. 

The degree to which different kinds of automation abound in the acquisition of data 

and training of neural networks anticipates the way that artificial intelligence 

automates certain jobs, such as police surveillance. ñBroken Windowsò was written 

at a moment of cuts to police forces across the U.S. and should be read, in part, as 

a strategy for reorganizing policing when budgets no longer allow for foot patrols. 

Networked surveillance cameras allow few people to monitor many different 

locations from a distance. Each image is confined to the zoom, focus, and 

orientation of a particular camera, and each image depends on an operator to see 

what it displays. An omnidirectional microphone, on the other hand, covers a much 

larger area, including spaces outside the frame of the image. Moreover, it is 

unnecessary, even impossible, for the human operator to listen to the audio, which 

is instead monitored by algorithm. Not only does this further the conversion of the 

body of the policeman into electronics and code ð much the same way that the 

19th century officer (Figure 20) has been absorbed into the 21st century traffic 

control systems364 ð but it enables a kind of just-in-time policing that would short-

circuit criminal investigations and legal deliberation, theoretically preempting 

criminal acts. 

 

363 Sudheendra Vijayanarasimhan and Paul Natsev, ñAnnouncing YouTube-8M: A Large and 
Diverse Labeled Video Dataset for Video Understanding Research,ò Google Research Blog, 
September 2016, https://research.googleblog.com/2016/09/announcing-youtube-8m-large-and-
diverse.html.  

364 Sean Dockray, Steve Rowell, and Fiona Whitton, ñBlocking All Lanes,ò Cabinet, no. 17: 
Laughter, accessed April 4, 2018, http://cabinetmagazine.org/issues/17/blocking.php.  

https://research.googleblog.com/2016/09/announcing-youtube-8m-large-and-diverse.html
https://research.googleblog.com/2016/09/announcing-youtube-8m-large-and-diverse.html
http://cabinetmagazine.org/issues/17/blocking.php
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Figure 20: The hands and brains of police were transformed into the traffic control systems we know 
today. 
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Automation 

The difference between a pin-maker and a pin factory, in Adam Smithôs well-known 

example to open the Wealth of Nations, is measured as a ratio, the multiplication of 

productivity as the manufacturing process moves from the work of a single 

tradesman to the organized work of ten people. Smith calculates that an individual 

in the factory is about 240 times more productive because it can produce 48,000 

pins in a day, whereas the individual struggles to make 20.365 

Qualitatively, he argued, the advantages of the division of labour, and the 

explanation for the increases in productivity, were threefold: 

first, to the increase of dexterity in every particular workman; secondly, to the saving of the time 

which is commonly lost in passing from one species of work to another; and lastly, to the invention 

of a great number of machines which facilitate and abridge labour, and enable one man to do the 

work of many.366 

As Harry Braverman points out, the foundational act in the division of labour is the 

ñanalysis of the labor process,ò or the decomposition of the total process of making 

something into its constituent parts.367 By breaking the pin-making process into 18 

steps and dividing those steps among the ten workers, each becomes a ñdetail 

worker,ò thus losing any sense of the totality. Furthermore, one pin-maker canôt 

compete with the volume of the factory and is compelled to join it. Marx wrote on 

how this reorganization, which split the intellectual and manual parts of this 

productive process, òimplies the undisputed authority of the capitalist over men, 

that are but parts of a mechanism that belongs to him.ò368 

There is a suggestion here that workers are reduced to parts in a machine, an 

automatic metaphor repeated throughout Capital. In a footnote, he quotes a 

 

365 Adam Smith, An Inquiry into the Nature and Causes of the Wealth of Nations, ed. R. H. 
Campbell and Andrew S. Skinner, vol. 1, The Glasgow Ed. of the Works and Correspondence of 
Adam Smith 2 (Indianapolis: Liberty Classics, 1981), 13ï15.  

366 Smith, Wealth of Nations, 1:17.  

367 Harry Braverman, Labor and Monopoly Capital: The Degradation of Work in the Twentieth 
Century, 25th anniversary ed (New York: Monthly Review Press, 1998), 52.  

368 Karl Marx and Friedrich Engels, Karl Marx, Frederick Engels: Volume 35: Karl Marx - Capital 
Volume I, Marx & Engels: Collected Works 35 (London: Lawrence & Wishart Electric Book, 2010), 
361.  
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description of manufacturing workers as ñliving automatons;ò369 more evocative still 

is his description of the a factoryôs insides: 

An organised system of machines, to which motion is communicated by the transmitting 

mechanism from a central automaton, is the most developed form of production by machinery. 

Here we have, in the place of the isolated machine, a mechanical monster whose body fills whole 

factories, and whose demon power, at first veiled under the slow and measured motions of his 

giant limbs, at length breaks out into the fast and furious whirl of his countless working organs.370 

Workers, are ñmerely conscious organs, co-ordinat[ed] with the unconscious 

organs of the automation, and together with them, subordinated to the central 

moving-power.ò371 Interestingly, this ñcentral moving-powerò corresponds with the 

animating force of automata, the intricate mechanical proto-robots that were well-

known in the time between Smith and Marx (between the mechanical ducks of 

Vaucanson and Reichsteiner, Figure 21). A clockwork mechanisms was tasked 

with not just powering an automaton, but also sequencing it via ñwhole sets of 

cams upon which would ride many interlinked mechanical arms,ò resulting in a 

complex choreography in which a duck eats, flap its wings, looks around, and 

digests its food to the smelly end.372 

 

369 Marx and Engels, MECW 35, 366. Dugald Stewart, quoted in fn. 1.  

370 Marx and Engels, MECW 35, 384ï85.  

371 Marx and Engels, MECW 35, 422.  

372 Langton, ñArtificial Life,ò 42ï43.  
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Figure 21: Mechanical duck attributed to Jacques de Vaucanson. From Edmond Droz and Alfred 
Chapuis, Automata : A Historical and Technological Study (Neuchâtel : Éditions du Griffon, 1958). 

 

But Marxôs use of the automaton went even further than worker or even a whole 

factory; he wrote of ñan industrial perpetuum mobileò that would produce 

incessantly were it not for the limits of human bodies or their recalcitrance: ñThe 

automaton, as capital, and because it is capital, is endowed, in the person of the 

capitalist, with intelligence and will.ò373 Here, capital itself is portrayed as an 

autonomous mechanical device capable of acting through the bodies of individual 

 

373 Marx and Engels, MECW 35, 406.  
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capitalists. From this fact that the ñcapitalist merely executes the logic of capital,ò 

perpetually circulating money for the expansion of value, Marx describes capital as 

the ñautomatic subject.ò374 

Laying the groundwork for how òlifeò might be synthesized in a computational 

rather than biological substrate, Langton explains that the logical form of a machine 

can be separated from the material out of which the machine is built. A ñprogramò 

or ñprocedure,ò different names for the logical series of steps that comprise the 

behavior of the machine, are the essence of the machine ð an abstract control 

structure that is consistent regardless of the details of construction of the 

machine.375 If the capitalist ñexecutes the logicò of capital, then òmachineò becomes 

more than a simple metaphor. And if ñ[t]oday, the formal equivalent of a ómachineô 

is an algorithm,ò376 then we might also speak of capital as algorithm and as Artificial 

Life. 

Algorithm 

There is a longstanding affinity between computation and the division of labour. In 

a chapter called ñOn the Division of Mental Labour,ò Charles Babbage recounts the 

story of the mathematician Gaspard de Prony, who faced the insurmountable task 

of calculating ð by hand ð the logarithms and trigonometric functions of the 

numbers from 1 to 200,000 for the French government in 1791. This laborious work 

could not be completed in several lifetimes, so it was a stroke of luck that he picked 

up the Wealth of Nations in a bookshop and browsed the opening chapter on the 

division of labour. Imagining that a pin might just as well be a logarithm, de Prony 

reorganized the work into three stages of increasing detail but demanding 

decreasing mathematical competence.377 Babbage extrapolates from this anecdote 

òthe possibility of performing arithmetical calculations by machinery,ò378 which, of 

course, was explored through his own designs for the Difference Engine and then 

 

374 Michael Heinrich, An Introduction to the Three Volumes of Karl Marxôs Capital, trans. Alexander 
Locascio (New York: Monthly Review Press, 2012), 89. Emphasis mine.  

375 Even the algorithm itself is subject to the same division: Boden and Edmonds refer to a ñrules-
based approach,ò which approximates an artistôs natural language ideas and constraints for an 
artwork, versus a ñstep-by-step approach,ò which is the implementation of these rules in a specific 
machine. Boden and Edmonds, ñWhat Is Generative Art?ò, p. 24 

376 Langton, ñArtificial Life,ò 44ï45.  

377 Charles Babbage, On the Economy of Machinery and Manufactures (Cambridge: Cambridge 
University Press, 2010), 155.  

378 Babbage, On the Economy of Machinery and Manufactures, 158.  
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the Analytical Engine, important moments in the prehistory of the modern 

computer. 

In the pin factory, the division of labour appears to not only divide the physical 

aspects of the work into parts, but to divide the intellectual from the manual 

dimension of the work, whether fixing this intelligence in the machine or displacing 

it into the overall organization of the factory. Babbage demonstrates, via de Prony, 

that intellectual labour is also subject to the same tendency, especially after the 

development of general purpose computers. 

Logic Theorist is often credited as the first Artificial Intelligence program, created 

contemporaneously with the Dartmouth Summer Research Project on Artificial 

Intelligence in 1956. Herbert Simon and Allan Newell, attendees at the Dartmouth 

conference, ñinvented a thinking machineò379 that could prove 38 theorems from 

Alfred North Whitehead and Bertrand Russellôs Principia Mathematica, originally 

written in 1910. Their paper makes curious references to ñhand simulation,ò380 

which Simon discusses in his autobiography as the ñliteral imitation of a computer 

program.ò381 More interesting than the programmer emulating the execution of an 

algorithm, however, is his own story of division of labour while waiting for the 

computer implementation of Logic Theorist to be finished: 

Al and I wrote out the rules for the components of the program (subroutines) in English on index 

cards, and also made up cards for the contents of the memories (the axioms of logic). At the GSIA 

building on a dark winter evening in January 1956, we assembled my wife and three children 

together with some graduate students. To each member of the group, we gave one of the cards, 

so that each person became, in effect, a component of the LT computer program τ a subroutine 

that performed some special function, or a component of its memory. It was the task of each 

participant to execute his or her subroutine, or to provide the contents of his or her memory, 

whenever called by the routine at the next level above that was then in control. 

So we were able to simulate the behavior of LT with a computer constructed of human 

components. Here was nature imitating art imitating nature. The actors were no more responsible 

ŦƻǊ ǿƘŀǘ ǘƘŜȅ ǿŜǊŜ ŘƻƛƴƎ ǘƘŀƴ ǘƘŜ ǎƭŀǾŜ ōƻȅ ƛƴ tƭŀǘƻΩǎ Meno, but they were successful in proving 

the theorems given them. Our children were then nine, eleven, and thirteen.382 

Like de Pronyôs logarithmic human-machine, Simon and Newellôs program was 

executed by human ñcomponents.ò The division of labour in Logic Theorist, 

however, was less informed by the particular task to accomplish than the structure 

 

379 Herbert A Simon, Models of My Life (Cambridge, Mass.: MIT Press, 1996), 206.  

380 Newell and Simon, ñThe Logic Theory MachineïA Complex Information Processing System,ò 61, 
p.79.  

381 Simon, Models of My Life, 205.  

382 Simon, Models of My Life, 206ï7.  
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of computers more generally, like òsubroutinesò and ñmemory.ò The humans were 

so varied (men, women, children) that their particular capabilities mattered little, for 

they were performing simple operations almost automatically, like a ñslave boy.ò 

Out of these simple minds and simple operations emerged complex proofs of 

symbolic logic, with much the same alchemical magic as generative art. 

This quaint choreography of enlisting employees and family to play a computer, as 

if it were a board game or a piece of theatre, has since given way to social media 

platforms, computational systems sprawling across data centres and mobile 

devices where ñuser generated contentò gives form to the experience of others, 

placing people both within and outside. At times, users are even treated as 

computational components: when authenticating, for instance, one might have to 

prove that they are a human by recognizing a license plate, street sign, or building 

number, thus being transformed from òjust a userò to a producer of training data for 

a machine learning application. 

The Black Box is the basic unit of the division of labour in a cybernetic society. 

Both presupposing and producing interoperability, Black Boxes can be anything, 

from systems to objects to people, potentially mobilizing all of it into a shifting field 

of value production. As long as some inputs can be coupled with some outputs, it 

doesnôt matter what the particular components are made from, whatôs inside; what 

matters is their compatibility with other systems. Schematic diagrams, which 

visualize a machineôs logic rather than its material construction, are, in this sense, 

both plans and representations, virtually programs themselves, of this division of 

labour. 

The End of Work 

The first volume of Bernard Stieglerôs series, Automatic Society, is titled The Future 

of Work, pointing to its fundamental interest in ña new explosion of generalized 

insolvencyò on the horizon because of the reduction in employment due to 

automation. If unemployment rises then there is simply less money put into 

circulation through wages that will be able to buy the products and services that 

are produced. And if this is indeed what the future holds, then there will need to be 

a deep transformation in both how goods are distributed, if not through the market, 

and how people spend their time, if not at a job. Governments, Stiegler believes, 

are committed to the platitude of ófull employmentô (or, here in Australia, ójobs and 

growthô) and are failing to see the catastrophe unfolding in front of them.383 

ñHistorically,ò defenders of the status quo inevitably begin their response to these 

kinds of warnings, ñautomation has no net effect on employment because different 

 

383 Stiegler, ñAutomatic Society 1,ò 125ï27.  




























































