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Preface

We have witnessed in the past few years the advent of many new
branches of technology involving complex constructs both in concept and
equipment. The realization of many of these constructs may be conceded
as well beyond the states-of-the-arts of previous decades. As a result,
developments In these areas have outstripped general understanding;
although many special, and a few fairly general, treatments have ap-
peared in technical literature. Running through these various areas of
complex constructs is a common thread, the systems concept.

It is the intent of the text portion of this book to provide a discussion
of the major key points and probably trends in systems technology; to
make them intelligible to both management and the public; and to furnish
a general survey of the subject to the scientific generalists and specialists
evolving the technology. To this end, technical detail has, for the most
part, been relegated to Appendixes.

The Appendixes are completely independent and provide supportive
and illustrative material for the text. They constitute the bulk of this
book and, it is hoped, will be of interest for the nature of their various
special fields. Appendixes 1, 2, 3, and 10 require a modest background in
modern mathematics for comprehension. Appendixes §, 7, 11, 12, 13, 14,
and 15 contain relatively new ideas which we feel will soon prove fruitful
in practice. The diagrams encountered in the various Appendixes illus-
trate well the variety of representations employed in systems engineering.
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vi PREFACE

The text itself attempts to give a cogent view of ‘“the big picture.” It
will not, of course, make a “systems man’’ of a novice overnight. No de-
tailed plans are given either for “design procedure” or for ‘“organization
of the system team.” No kit of tools for systems engineering is given. If
the reader is led to acquaintance with ‘‘the nature of the beast”—in this
case, systems thinking—we feel success will have been achieved.

Major formulas are numbered consecutively. Since most of the discus-
sion is either original viewpoint or ‘technical folklore,” relatively few
references appear. Since much of our recent work has been in airborne
control systems, many of the examples are drawn from this area. This
should not, however, be construed as limiting the scope of applicability
of the concepts involved.

We are particularly indebted to Dr. George Kozmetsky and Mr. Leon
Steinman, for many stimulating discussions in this area. Other colleagues
who have given us help reflected in this book are: Al Boyajian, Ann
Cameron, Dan Cameron, Joe Campeau, Neal Carlson, Bill Cass, Bob
Chollar, Fran Dedona, Charles Gordon, Harve Hanish, Vic Hesse, Wayne
Irwin, Ron Johnston, Wally Kantor, Bob Levinson, Ann Mclntyre,
Al Monroe, Art North, Nelson Parker, Frank Schneidermeyer, Ken
Smith, Max Sosnow, H D Sprinkle, Jack Thorne, Ken Wilson, Jim
Woodbury, and Roger Woods. We are indebted to Professor Sir Ronald
A. Fisher, Cambridge, and to Messrs. Oliver and Boyd Ltd., Edinburgh,
for permission to reprint an extract from their book The Design
of Experiments. We are highly appreciative of the aid given us by Nancy
Davidson and Alice Rishoff in preparing the manuscript.

THOUSAND OAKS, CALIFORNIA
AND
WOODLAND HILLS, CALIFORNIA September 15, 1960
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Basic System
Concepts

“ Kindred objects kindred thoughts inspire,
As summer clouds flash forth eleciric fire.”
—ROGERS



Section 1.1

Notion of System

“System: an organic or
organized whole’
—WEBSTER

1. Introduction

Newspapers are apt to characterize our age as the ‘“Jet Age,”
‘““Space Age,” or the ““ Atomic Age.” People more familiar with the details
of modern technological concepts, however, probably would choose ‘“ The
Systems Era” as being a more accurate descriptive phrase. The jet engine
and nuclear weapon, for example, become parts of a ‘““weapons system,”’
and the nuclear reactor part of a ‘“power distribution system.” Manage-
ment makes use of ‘““systems concept,”” “systems philosophy,”’ and “‘sys-
tems approach.” Engineers and physical scientists speak of ‘““systems
analysis,” ‘“systems engineering,” and “systems theory.” Medical,
biological, and behavioral scientists discuss “nervous systems,” ‘“homeo-
static systems,”” and ‘‘social systems.” If one asked these people what the
word “system’ means, many diverse answers utilizing the various profes-
sional languages would be obtained. If these answers were translated into
simple English and compared to each other, the notion common to them

2



NOTION OF SYSTEM 3

all might be stated as such:‘“A system is something which accomplishes
an operational process; that is, something is operated on in some way to
produce something.” That which is operated upon is usually called input;

that which is produced is called output, and the operating entity is called
the system.

2. System Definition

A system is a device, procedure, or scheme which behaves according
to some description, its function being to operate on information and/or
energy and/or matter in a time reference to yield information and/or
energy and/or matter. Schematically, we may indicate this as in Fig. 1.1.

Input and output consist of com-

plexes of information and/or energy Flow of

- . —
and/or matter. The description of information and/or energy and/or matter
behavior (that is, the nature of
transformation) may be a deter- Input Output

—_— System —————

ministic mathematical model, or it
may be one that also involves
stochastic variables (i.e., random-  Fig. 1.1. Broad-brush system schematic.
ness). In addition, the description

may admit certain variables reflecting the instantaneous condition of the
system itself. These possible conditions of the system are called states,
and their totality is called the phase space of the system. A precise
mathematical definition of “system,” which supports this intuitive
definition, is given in Appendix 1.

The term “system’ emphasizes that an over-all operational process is
under consideration rather than a collection of pieces. No specification
has been made as to the complexity of the operational process. Thus, a
jet engine is regarded as a system when the process under consideration
is conversion of chemicals to thrust, but only a portion of a system when
the process is controlled translational motion arising from chemicals. In
general, the operations performed by a system depend upon the condition
of the system itself, and such conditions (e.g., internal state) may be

randomly, historically, or externally determined at various times. Exam-
ples of systems are:

(a) A magnetic-core-pulse-circuit which accomplishes the “or” func-
tion in logic;
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(b) An executive predicting his company’s near-future performance on
the basis of statistical historical information;

(c) An industry which makes nuclear weapon cores from essentially
raw materials.

) g

The choice of terms such as “system,’” “input,” ‘‘output,” “states,”
““phase space,” and others depends upon standard usage. This choice is
certain to be arbitrary if several terms are common.

Note that the notion of system mentioned above applies equally (among
other items) to operational processes, physical, or biological devices
implementing operational processes, and mathematical models in which
some variables are given and others sought. The properties, circumstances,
occurrences, and relationships concerning appropriate phenomena may
be related by a common vocabulary and a single set of concepts. These
yield sufficient generality to describe widely diverse systems without
reference to their expression in nature or by artifice.

Systems may ordinarily be classified into three gross categories:

(a) Natural systems are of organic or physical origin. They have ante-
cedents and elements largely beyond the control of man, though
not necessarily exclusive of man;

(b) Devised systems are products of design and elaboration by man.
They have their physical or organic substances and/or forms modi-
fied by the intervention of man;

(c) Hybrid systems are combinations of natural and devised systems.

Natural systems impose the environment containing systems of other
classes. Our interest may focus upon them to the extent that their presence
affects the design of other systems. Devised and hybrid systems that re-

flect man’s ingenuity, however, are the systems of immediate concern in
this book.

3. System Description

The description of a system involves the specification of the fol-
lowing:
(a) The nature of inputs;
(b) The nature of outputs;
(c) The system phase space;

(d) A descriptive model relating inputs, outputs, and system states in
time.
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Further points to be observed are:

(e) Some notion of time sequencing is required;

(f) A distinction must be drawn between suitable inputs and outputs,
and those actually permissible for particular runs of system opera-
tion;

(g) During any run, the input and state descriptions must determine
(perhaps as a distribution) the output;

(h) Outputs should be essentially identical when inputs and state
changes are essentially identical.

(i) The output, at any particular time, in any particular run, should

depend only on the history and #of on the future of that run, up
to that time.

These points are accounted for in the precise definition of system in
Appendix 1. They actually determine, of course, the rigorous definition
together with level of generality assumed.

Our statements in the preceding paragraphs about system description
are deceptively simple. This fact will be evident later in the book. How-
ever, items (a—d) must be identified, for even the least detailed description
usually proceeds by iteration. Each item is described roughly and then,
subsequently, in terms of increasing detail.

A. ExaMPLES

It may now be helpful to consider a few types of systems.

(a) In classical mechanics, a system of » mass points has a 6n-dimen-
sional phase space consisting of all possible combinations of positions and
momenta. Inputs are forces (function of time), and outputs are sets of
trajectories from the initial condition at input application (i.e., system
state). A descriptive model for this system is the set of differential equa-
tions obtained from Newton’s law,

F = ma. (1)
This system is, of course, a deterministic one.

(b) A classical machine that exemplifies the deterministic, mechanical
class of systems is the pendulum governor of a steam engine. The engine
rotates a shaft from which two iron balls are suspended. As the velocity
of shaft rotation increases, the iron balls move outward (owing to the
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effect of the centrifugal force exerted on them). The plane of motion of
the balls to the shaft, the vertical axis, is then a function of the velocity of
the shaft. Increasing or decreasing velocities move this plane up or down
the vertical axis. When the plane approaches the horizontal, an array of
levers is actuated to close a valve and to depress a throttle arm, thus
decreasing the velocity of the shaft rotation. When the velocity of rotation
is too slow, the levers attached to the iron balls keep a throttle open.

The pendulum governor arrangement illustrates several features of
interest. During operation, input (information indicative of the angular
velocity of the driven shaft) is given by the relationships momentarily
existing among the components of the pendulum-lever array. The momen-
tary condition of the pendulum-lever array constitutes one of the states
within the phase space of the system. Successive states themselves, by
means of mechanical linkages within the system, provide outputs (actua-
tion means) for valve closure and throttle control. This is but one (partial)
description of the system. We might wish to regard the range of variations
in steam pressure as the phase space of the system. Or, we may prefer to
consider the angular velocities of the shaft, or the linear travels of a piston
per unit time as states of the system.

(c) Another simple classical example is the customary concept of a
fixed-product factory whose inputs consist of personnel, product orders,
raw or semi-processed materials, and commercially available forms of
energy. The states are truly factory conditions in the usual sense, and
outputs are product batches. The descriptive model is the industrial
engineering layout and process description. In this system we find stochas-
tic variables entering both in inputs (personnel condition variance, for
example) and in states. This example indicates that a system may be
described in many ways owing to trade-offs between definitions of states,
inputs, and outputs (in this connection the personnel conditions might
have been included in states rather than as input properties) and also
owing to different levels of detail as are suitable to the purpose of descrip-
tion.

The purpose for which the description serves conditions the level of
detail sought in preliminary analysis. If an inclusive operational descrip-
tion of the system were the objective, it would be necessary to isolate all
elements involved in the system, and to determine precisely the nature of
all relationships through time which all elements would bear toward all
others. Ordinarily, in the case of operational systems it is not necessary to
undertake, even theoretically, such a massive venture. A more reasonable
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approach would be incremental and would proceed in a step-wise fashion
upward in the complexity scale.

(d) An even simpler example of a deterministic system than (a) is that
of a counting register in a digital computer. In practice, digital computers
are presently limited to the use of bistable devices characterized by high
reliability. Having only two possible electrical states, the storage elements
can represent only two digits. Thus, it develops that digital computers
are dependent upon a system of numbers composed of only two digits.
Whereas on paper we are accustomed to arranging ten different digits into
all possible numbers, the computing device can arrange only two digits to
represent those same numbers. Since a flip-flop or other storage element
can store only a single binary digit, the presentation of a complete number
requires a registering device with as many storage units as there are digits
in the binary expansion of the number. Here, the state at any given time
is the number the register holds at the time in binary expansion; the
inputs are “bits” (thatisa ‘0" or a‘“1”’); and the outputs are the resulting
states with, perhaps, overflow registry. Note that here the same object
may play different roles of state and output at different times. The
descriptive process noted is Peano’s successor function modified by
modularity. This function may be defined by:

) =2;fe+1) =n+2;n=1,2,---. (2)

(e) As a more complex example we may consider a strategic bomber
system in which the inputs include (among hundreds of items) mission
definition, estimate of present position at any time, condition of environ-
ment with respect to electronic countermeasures, etc.; the descriptive
model is partially unknown and is of such complexity as to necessitate its
replacement by gross approximations; output is a choice between mission
completion or abort. The design requirements for the system include
recognition of the vast geographical distance between one nation and its
potential enemies. Considerable emphasis is given provisions for self-
preservation of the craft and its members during flight in order that the
aircraft system may be virtually assured of successfully performing its
dual function as a weapon of psychological chastisement and physical
destruction. The strategic bomber system is a contingently effective sys-
tem unless we are able to define its value in terms of comfort rendered the
supporting populace.
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4. Missions and Systems

To avoid confusion, it is well to point out that in the usage custom-
ary to military technology the operational processes considered are
usually called missions, and the physical complexes implementing these
are called systems, even though both definitions may satisfy our present
notion of system.

This distinction between mission and system is a convenient one and
will be used whenever we wish to consider systems intentionally designed
to carry out specified processes. It might be thought that systems engi-
neering deals exclusively with events after mission specification. In fact,
many common techniques apply to both mission design and system design
and, as we shall see later in the book, these generally modify each other.

5. Summary

In this section we have defined the concept of system and con-
sidered the associated concepts of input, output, and state. The examples
we have given illustrate the wide class of objects which it may be conven-
lent to regard as systems.
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Subsystems and
Components

“Here and elsewhere we
shall not obtain the best
insight into things wuntil
we actually see them growing
from the beginning . ...”

—ARISTOTLE

1. Supersystems and Subsystems

It is clear that if the outputs of a system A are of the same nature
as the inputs of a system B and are otherwise restricted as necessary, we
may combine 4 and B as indicated in Figure 1.2 into a system C having
the same nature of inputs as 4, the same nature of outputs as B, and a
phase space lying in the product (in the usual Cartesian sense) of the phase
spaces of 4 and B (the entire product would be utilized unless some
combinations of 4-states and B-states are outlawed). Similarly, regardless
of the nature of systems 4 and B, a system D may be formed as shown in
Fig. 1.3 whose inputs and outputs are time-indexed complexes of those of
A and B taken together, and whose phase space again lies in the product

9
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of those of 4 and B. Both C and D are supersystems of A and B; A and B
conversely are subsystems of either the system C or D.

— A

— A N o B e —_—— —
I B

Fig. 1.2. C: Series-combination of systems. Fig. 1.3. D: Parallel-combination of systems.

A communications network system affords an illustrative example of
series-combination. Certain properties, i.e., inputs, phase space, and out-
put attributes entering into the communications structure, are independ-
ent of the environment in which the system functions (submarine or
surface media, for example) and of the immediate purposes which the
system serves. Thus, though extent of dispersion and displacement
patterns of the subsystems comprising the supersystem may vary radically
and message traffic rates undergo extreme variation from segment to
segment, the same functions are performed by all segments of the system-
information transfer. Information transfer is accomplished by equipments
that are functionally similar and permit compatible linkages, making
possible the extension and maintenance of communication services.

Troop deployment practices provide examples of subsystem additive-
ness without loss of fundamental characteristics through dispersion of the
unit element. In military philosophy, to the extent that men are similarly
motivated, similarly disciplined, and physiologically and psychologically
maintained, they may be lumped more or less into a variety of units.
Alternatively, they may be individually displaced in the field without
altering the essential characteristics of the soldier. Although it is recog-
nized that individual differences do exist and, further, that the state of
the individual soldier may vary, these considerations rarely enter explic-
itly into military engagement planning.
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2. Subsystems and Components

By additive processes, series-combinations of suitable systems,
interlaced with parallel-combinations as desired, may be constructed into
larger and larger systems. Thus, hierarchies of subsystems may be
developed: subsystems of subsystems of subsystems, etc. In any given
discussion of larger systems, the lowest level of a system is traditionally
distinguished by being called a component. It should be emphasized that
the terms subsystem and component are purely relative to some established
context. This relativity of viewpoint may cause much confusion if not
clearly understood. The designer of an aircraft-type of vehicular weapons
system speaks in his shop of radars, computers, and airframes as compo-
nents. A subcontractor may speak in his shop of the computerf as “the
system,’’ of a magnetic drum memory as a subsystem, and of read heads
for the drum memory as components. When the prime and subcontractor
hold technical information exchanges, each tends to think his own lan-

guage is that being used by the other. This hierarchy effect is illustrated
in the table of Fig. 1.4.

SvsTEM HIERARCHY EXAMPLE

Agency System Component

CDR in Chief National Defense Strategic Air

System Command
SAC Chief SAC Bomber wing
Wing CDR Bomber wing Bomber
Prime contractor Bomber Computer
Subcontractor Computer Logic circuit
Circuit designer Logic circuit Diode

Fig. 14

3. Synthesis and Projection

The process of constructing supersystems is called synthesis. The
inverse process, that of reducing a given system to subsystems, is called
t A more intelligent approach by a prime would generally be to place the so-called “informa-

tional subsystem” (computers, displays, and computer and display support equipment)
with one subcontractor.
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projection. There are many ways in which a given system may be projected
into subsystems. Generally, projection is restricted by placing constraints
on the class of allowable subsystems into which the projection is intended.
Although it is not included in this book, work has been carried out to
establish partially a formalism of projections based on the theory of
oriented linear graphs.

Rarely are synthesis or projection used in simple forms. In system
design, the systems engineer generally tries alternate syntheses from sub-
systems known to be available or under development. Similarly, projection
of a given system into alternate classes of subsystems is quite common
since it enables selection of techniques subject to criteria, as we shall con-
sider in the next section. While synthesis for a specified mission is a
creative art, projection can, in some cases, be accomplished methodically.
Some such cases are discussed in the second part of Appendix 2 under the
heading of *“ Generalized Logical Design.” Synthesis and projection usually
intermingle in system design even as do invention and deduction in all
engineering activities. The highlights of an example illustrating the inter-
play of projection and synthesis, as well as system hierarchy effects, are
given in Appendix 4 entitled “Partial Design of Hypothetical System:
Porcupine.”

4. Summary

In this section we have discussed making ‘‘little ones from big ones”
and ‘“‘big ones from little ones.” Although synthesis is usually regarded as
the initial step of systems engineering, in complex designs, projection and
synthesis function as correlates of the requirements and capabilities
relations that will be discussed in Section 2.2. (Analysis). Appendix 4
illustrates this point.
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Selection and Effectiveness

“I’ve measured it from side to side,
‘Tis three feet long and two feet wide.”
—W. WORDSWORTH

1. Criteria

We must consider briefly now the basic questions of value associ-
ated with systems concepts. These may arise at several distinct levels in
systems considerations. Suppose, for example, it is desired to select among
several alternatively proposed systems for implementing a given mission.
Before an intelligent choice is possible, we must answer as a minimum
the questions:

(a) What constitutes adequate performance of the mission in terms of
mission parameters?

(b) Should two or more systems appear capable of adequately perform-
ing the mission, what is a further measure of performance in mission
parameters that will indicate which system will better perform the
mission?

(c) For each proposed system, what functions of system parameters
do the mission performance criteria involve?
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14 BASIC SYSTEM CONCEPTS

(d) For each proposed system, what is the sensitivity of the system-
parametrized mission performance measures to design detail, availability
of subsystems in the state-of-the-arts, and quality of systems support?

(e) How shall the cost or penalty factors associated with procurement
of each proposed system be computed in order to obtain a basis for com-
parison?

The answers to these questions are necessary and not merely window-
dressing. Unless a system is chosen which iIs at least adequate for the
mission, no system may well be preferable. If system performance is too
sensitive to developmental and operational factors, fallibility is likely to
intervene. If several systems could carry out the mission, a choice should
be made on a rational basis. Some possible considerations are:

(f) Select that system maximizing effectiveness which satisfies some
cost constraint. A homely example is provided by the case of the house-
holder who is constrained to operate within a minimal budget. The house-
holder is disgusted to find a leaky roof. He asks for estimates of the cost
of adequate repairs. Finding none within his limited means and lacking
credit, he may ‘“do-it-yourself.”’ He accumulates the necessary materials,
borrows a ladder and a few tools, and applies his energies.

(g) Select that adequate system of minimum cost. During the westward
expansion of this country in the later half of the nineteenth century, there
was general need among newly established settlements for the services of
a miller. Prospective local millers were familiar with the existence of metal
shafts, pulleys, and associated milling gear used in developed communi-
ties, and they were also keenly aware of the cost and time involved in
acquiring such components for their mill-site. Thus, they devised adequate
milling systems from local materials. Hardwoods, suitably seasoned, were
fashioned into shafts, pulleys, etc., that were required for the operational
success of the venture. Such scraps of metal as were available were used
to strengthen stressed areas. Leather was frequently substituted for metal
on bearing surfaces. Such primitive systems, though of slight dollar cost,
were adequate for satisfying the milling needs of many early American
communities.

(h) Select that adequate and not-too-sensitive system within some
cost constraint maximizing some specified criterion function monotone
increasing in effectiveness and monotone decreasing in cost. Present-day
double entry bookkeeping procedures afford common examples of this
type of system. The financial success (or performance) of the thoroughly
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documented enterprise may be measured and compared historically on
the basis (criterion function) of net profit per unit period.

What type of selection basis is used will depend, of course, on weights
assigned value of mission capabilities, scarceness of resources, and many
other factors in the politico-economic environment. This is a matter which
is quite difficult and should be of major concern, since selection of im-
proper criteria for optimization means beginning work solving the wrong
problem. By optimization we mean merely maximization or minimization
as appropriate of the selected criterion function(s).

2. Value

One of the major difficulties in this area is the lack of adequate
theories of value. Thus, rough and not always meaningful attempts are
usually employed to reduce performance to some simplified parameter and
to convert penalties to, perhaps, equivalent dollar costs.

All theories of value are, of course, products of the mind of man. One’s
own directions of interest enter the arena of thought immediately upon
the introduction of abstractions such as value. The social scientist, for
example, is apt to consider value in a social context, possibly humani-
tarian. The military man is likely to think of this concept in terms of
destruction potential remaining. The cyberneticist may feel that value is
measured indirectly as a function of energy conserved or of approximate
maintenance of entropy level. It is clear that criteria are formed from
some sense of value. Total value is not a simple measure, such as the
parameters of energy conserved, kill potential, or sale price. Value con-
cepts actually include many things much more difficult to grasp numer-
ically. These simple parameters are only substitutes with which we work
compromises. Thus, we speak of (but do not measure) ‘‘sentimental
values” of objects inherited or received as gifts. An excellent example of
the difficulty involved in measuring a problem with connotative value
associations is given in the preliminary material of Appendix 4, in which
we grope to measure “maximum protection of the task force.”

The “value space,” defined in Appendix 10 (entitled, “Elements of a
Behaviora] Theory of Static Decision”) as an upper conditionally com-
plete vector lattice, is probably the closest approximation that can be
achieved in developing a concept that includes all the elements we speak
of as “value.”
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3. Optimal Design

The concept of optimal design is one which is not customarily
well-defined. In forming an information processing system by the inter-
connection of units (subsystems), for example, some of the interpretations
possible are:

(a) That configuration in which the least requirements (complexity,
bandwidth, accuracy, etc.) are placed on the units;

(b) That configuration in which the information is most reliably passed
from one unit to another;

(c) That configuration in which the inter-unit equipment (wires, cables,
amplifiers, etc.) is kept to a minimum;

(d) That configuration in which the inter-unit translations (transforma-
tions: AC to DC, analog to digital, etc.) are kept to a minimum.

As we recognize, these are criteria reduced to simplified parameters as
mentioned previously under value.

Actually, it is only in rare cases that optimization in a single one of these
criteria is apropos. A much more appropriate concept is that of an allow-
able region in the multi-dimensional space defined by the system param-
eters and constraints on them in which a weighted value function accounts
for suitable mixtures of the optimizations criteria. This, too, is a compro-
mise type of criterion, but superior to those commonly in use. The weight-
ing need not be linear. For purposes of example, this concept is presented
in Appendixes 2 and 3 in two simple systems contexts. The concept should
be expanded to the level of system design and exploited rather than merely
expounded. It is within such a context that well-defined regions may be
delineated giving meaning to the concepts of adequacy, “goodness,” and
finally, optimality. Within such a context, system design techniques that
permit simultaneous preparation of computer programs may be developed.
These could be used to select immediately not only optimal cases but
other cases sometimes of interest, such as ““minimal (in cost, or weight,

etc.) but adequate,” which actually represent saddle-point and/or con-
strained variational problems.
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4. Human Value and System Design

Within our culture it is undesirable to equate the value of a human
life against the value of inanimate equipment. In the absence of adequate
value concepts the systems designer generally makes the assumption that

an individual in a system must suffer no deprivation or minor injury,
even though compensable or reparable.

5. Suboptimization

One of the major dangers in optimization of choice among several
alternative systems or of choice among alternative detailed designs of a
given system is that of reduction to suboptimization. It may be that in
criterion selection one relevant factor is overweighted at the expense of

others equally important, or that some subsystem is optimized rather than
the over-all system. Some examples are:

(a) In the choice of a central control computer for a manned aircraft,
physical weight and volume (i.e., compactness) are certainly of
significance. To base a selection, however, on a difference of weight
or volume which is small relative to the normal variations in
welghts or volumes of the crew members, is surely foolish unless all
other factors are truly equal.

(b) In a business or military organization it is all too frequently found
that some organizational subsystem is more concerned with maxi-
mizing performance and growth in its own functions than in further-
ing over-all organization objectives.

(c) In systems utilizing both human and machine subsystems, it is a
common fault to suboptimize around the humans. While traditional
human engineering strives to permit humans to perform most easily
and reliably their functions within the systems performance con-
text, it sometimes does so to the detriment of over-all system
performance.

Clearly, the entire question of optimization versus suboptimization 1s
merely a restatement of the question of balanced judgment versus over-
emphasized consideration of certain criteria (frequently the result of
simple failure to understand all criteria). Unfortunately, experience indi-
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cates that in real-world situations suboptimization almost invariably
precludes optimization. On the other hand, simple theoretical examples
can easily be found in which optimization is consistent with certain sub-
optimizations. This consistency merely means that the suboptimizer’s
criterion is also selected by the optimizer as his criterion. An example
would be a corporation in which both the board of directors and the

comptroller’s unit elect to maximize,
JEox (3)
0

where #(f) is net profit. This is not, of course, a practical election since
such factors as cash on hand, commitment of resources, survival of the
firm, pressures from stockholders, etc., must be accounted for in an
intelligently run business.

6. Summary

In this section we have considered the concepts of value, criteria,
optimality, and suboptimality. Things to remember are:

(a) “Value” is a very difficult concept, and compromise substitutes
are often used instead to formulate criteria;

(b) In the real world, suboptimization generally precludes optimization.
Therefore, one good reason why systems are ‘“system-engineered”
is that, supposedly, all aspects are examined.
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Design and
Analysis
“When any great design thou dost intend,

Think on the means, the manner and the end.”’
—DENHAM
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Design Objectives

“Accurst  ambition, how
dearly I have bought you
—DRYDEN

1. Imposed Constraints

As has been previously indicated, the primary consideration in
system design is that of obtaining a system adequate in performance which
fulfills the system requirements arising from mission specification and
satisfies whatever additional constraints are specified. These additional

constraints frequently have the nature of generalized commodity limita-
tions such as:

(a) Limits on time to delivery;

(b) Limits on development and/or production costs;

(c) Performance limits of a vehicular system utilizing an informational
subsystem under design.

An outstanding example of sacrifice of operational effectiveness to
traditional constraints in the design of airborne weapon systems is pro-
vided by the record of U.S. fighter planes’ combat performance during

20
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the Korean action. The principal competitor for air supremacy against
these jets was the Soviet MIG. Both aircraft were of the latest state-of-
the-art in contemporary fighter systems. The pilots of both types of air-
craft were probably equally motivated and were certainly expertly
trained. Soviet design, however, sacrificed liberally the traditional con-
straints bearing upon the pilot’s personal safety through the reduction of
armor and the virtual elimination of various secondary protective meas-
ures. The MIG’s were considerably lightened and, therefore, more
maneuverable. The frequent tactical consequences, as a result of the
additional loading of personnel safety features (suboptimization about
the pilot), were that the U.S. planes were outperformed by the MIG’s.
This relative maneuverability was tested subsequently with a MIG
delivered to the U.S.A. by a Soviet defector. The tests showed the MIG
definitely superior. The U.S.A. nevertheless had frequent combat success
over Korea owing to the Soviet action of rotating pilot units from all parts
of Russia and its satellites in order to spread combat training. A temporary
measure of pilot safety during the early phases of the individual engage-
ment, dearly bought in terms of decreased maneuverability, resulted in
the enhanced probability of double loss of pilot and aircraft.

These additional constraints are artificial as compared with systems
requirements arising from mission specifications. They are not, however,
necessarily artificial within the systems context and, hence, may best be
referred to as imposed constraints. Such constraints directly or indirectly

influence preliminary system conceptualization and design in a significant
fashion.

2. Design Freeze

There appears to be no valid procedure by which we may predict
the exact appearance of technological breakthroughs nor, for that matter,
the effects, immediate or otherwise, which such breakthroughs may have
upon companion equipments. The practical solution to these problems of
incertitude usually assumes the form of ““freezing” system design signifi-
cantly in advance of prototypic developmental models.

The conceptual design of the system is stabilized not as the result of
knowledge or appreciation of disparate rates of advance in componentry
or subsystems arts, but as the result of conjectured limits on permissible
elapsed time to delivery.
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3. Design Objectives

In addition to system requirements as such, propositions called
design objectives are frequently present in a design problem. These vary
from a basic desire to utilize certain classes of phenomenological devices
to the attainment of additional systems capabilities (beyond those re-
quired for the specified mission) at essentially no additional cost in time
or money which may or may not be feasible in the design context. Exam-
ples of each end of this spectrum are readily found in airborne digital
control systems. Specifications frequently call for the use of the latest
developmental semiconductors rather than those tested by long experi-
ence, or for extensive use of solid-state components for a system in which
other components have been proved effective. Specifications may also call
for silicon rather than germanium semiconductors because of their higher
thermal operating range. This is certainly a luxurious capability in a
machine destined to occupy, with the pilot, an air conditioned cockpit.

In an oversimplified sense, design objectives specify system character-
istics which are regarded as desirable but not essential for mission accom-
plishment. One of the most frequently recurring examples is that of impos-
ing research-type targets on a developmental system. Thus, in specifying
a system for development in an area where state-of-the-art life to first
failure is between 200 and 500 hours, it is sometimes stated: “mean time
to failure of 1000 hours shall be a design objective.”

Design objectives are not necessarily a good or a bad thing. They have
been with us in commercial areas for many years under the concepts of
packaging and other marketability considerations. A product designed to
accomplish a function, if it is to sell in the presence of competition, must
be attractive to prospective buyers. It must not be so large or ill-shapen
as to appear clumsy, nor so small as to fall psychologically beneath its
price. Thus, shape, format, and size become objectives of design whether or
not they have anything to do with accomplishment of function.

4. Summary

We have classified various constraints upon systems into three
classes:

(a) Stystems requirements or primary constraints which arise from mission
specification;
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(b) Imposed constraints which are usually generalized commodity
limitations;

(c) Design objectives which are reflections of goals other than mission
or function accomplishment.
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Analysis

“Consider well what your
strength 1is equal to, and
what exceeds your ability.”

~—HORACE

1. Analysis

Most devised and hybrid systems defy easy comprehension by
virtue of inherent detail. In consequence, not one form of analysis, but
many are required to describe the internal relations of the system as well
as interactions with its environment.

In the conceptual approach to system formulation it is often of value
to reduce the complex system problem to those elements with which one
expects to exhibit gross causative or responsive effects within the system.
In some instances, the major features of the system may be planarized, so
to speak, within a conceptual structure which retains the significant
features of the system of interest. Where sufficient time and imaginative
talents are available, this approach may be of considerable heuristic value.

In the techniques common to the experimental sciences, the approach
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tacitly conveys the assumption that it is possible to attain valid inferences
from experimental results. Fisher’s} words are relevant in this respect,

“I have assumed . . . that it is possible to draw valid inferences from
the results of experimentation; that it is possible to argue from conse-
quences to causes, from observations to hypotheses; as a statistician
would say, from a sample to the population from which it was drawn,
or, as a logician might put it, from the particular to the general. It is,
however, certain that many mathematicians, if pressed on the point,
would say it is not possible rigorously to argue from the particular to
the general; that all such arguments must involve some sort of guess-
work, which they might admit to be plausible guesswork, but the
rationale of which, they would be unwilling, as mathematicians, to dis-
cuss. We may at once admit that any inference from the particular
to the general must be attended with some degree of uncertainty, but
this 1s not the same as to admit that such inference can not be abso-
lutely rigorous, for the nature and degree of the uncertainty may
itself be capable of rigorous expression. In the theory of probability, as
developed in its application to games of chance, we have the classic
example proving this possibility. If the gamblers’ apparatus are
really {rue or unbiased, the probabilities of the different possible
events, or combinations of events, can be inferred by a rigorous de-
ductive argument, although the outcome of any particular game is
recognized to be uncertain. The mere fact that inductive inferences
are uncertain cannot, therefore, be accepted as precluding perfectly
rigorous and unequivocal inference.”

There are those individuals who, as a result of specialized training if not
through personal inclination, prefer to approach problem solving on the
basis of generalization from special cases (induction). There are also those
of opposite natures who are most comfortable and, possibly, most efficient
when they seek out directly the generalized expression descriptive of the
phenomena of interest. As in most life activities, intellectual or otherwise,
moderation is probably a ‘‘good” thing. The scientific generalist will
reflect his type by selecting and combining from both deductive and
inductive techniques those approaches that appear promising. The more
conventional scientist or engineer will probably favor a step-wise approach
based upon an examination of a series of demonstrable events. Clearly,
at the level of preliminary conceptual development toward the system
problem solution there is no question of which approach is “right” or

t R. A. Fisher, The Design of Expertments (New York: Hafner Publishing Co., 1953),
pp. 3-4.
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“wrong.”” Both types of approaches are applicable and of merit; both have
demonstrated ample justification for their inclusion within problem solv-
ing philosophy.

The variety of analytical approaches applicable to a given system is
conditioned by the developmental stage in which the system exists at the
time of analysis. At this point let us restrict our area of interest to complex
hybrid systems analyses and consider in further detail those approaches
which are roughly classifiable in terms of objectives.

2. Analysis Classification

In addition to frequent wholesale quantities of mathematical and
numerical analysis of a miscellaneous nature in systems problems, it is
possible to distinguish by goal orientation three primary types of analysis.
These are:

(a) Requirements analysis attempts to answer questions of the form:
What capabilities must a system possess in order to implement this
given mission or to meet this given specification?

(b) Capabilities analysis attempts to answer questions of the form:
What missions can this given system implement or what specifica-
tions can it meet?

(c) Feasibility analysis attempts to answer questions of the form: Can
this given system implement this given mission or meet this given
specification?

Generally, all three of these types of analysis are required in a reasona-
bly complex systems problem. We shall note in the next section how they
are related to the over-all problem. Here we shall merely consider specific
examples of the questions each type attempts to answer.

3. Real Time Systems

Associated with any system context is a time scale usually called
real time. Suppose that at some initial time «, inputs adequate to carry
out the required processing are available and the results (i.e., outputs) of
processing these particular inputs are required by the systems context at
time (3, where

a < f. (4)
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Suppose further that the time required for processing is v and the time
required to distribute appropriately the results of the processing is & (5 is

frequently called transportation lag). In order for the system to do useful
processing, we must have

a+v+8 <86 5)
If

Yy =8B—a—34, (6)

the system is said to be operating in real time. If
vy <B—a-—3g, (7)

the system is said to be faster than real time. Should a system be faster
than real time and also possess capabilities to carry out secondary missions
with respect to which it is also faster than real time, it is sometimes possi-
ble to interlace processing so that more than one mission can be accom-
plished in real time. Such a possibility may well be reflected in a design
objective calling for faster than real time operating with respect to the
primary mission.

One of the basic questions, then, to be answered by requirements
analysis on a system is to determine 8 — « — & and thus establish mini-
mum allowable rate of processing. Such determinations may be propa-
gated through an extended hierarchy of subsystems. If, for example, the
system under consideration is a control digital computer which repeti-
tively utilizes continuously available sensory data to solve a set of
equations yielding position of a vehicle, accuracies of the sensory data
and performance characteristics of the vehicle together with specification
of the mission of the vehicular supersystem must establish the basic rate
(called iteration rate or major cycle) at which the computer must furnish
outputs. This rate, together with computer system design, must in turn
establish limits on memory access times, logical switching delays, etc.
These limits together with consideration of such component operating
characteristics as duty cycles in turn establish limits on component operat-
ing times and, hence, at least in a synchronous computer, ultimately
establish a lower bound on clock rate. It should be noted, however, that
many trade-offs exist when a variety of computer designs are considered
such as paralleling of logical operations to reduce clock rate requirements
while maintaining over-all iteration rate.
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4. Requirements and Planning

Requirements analysis applies, of course, not only to specific
problems, but is, in fact, the basis of long range planning. In order to plan
intelligently for participation in the technological business opportunities
of the future or for discharging a responsibility such as national defense,
it is essential to extrapolate conditions and trends so that one may
anticipate the nature of systems which will be needed in the future.
Generally, of course, the sharpness of requirements detail falls off rapidly
with extent of extrapolation. The planning aspects are considered at
greater length in Chapter 5 of this book.

5. Signal and Noise

As in the case of requirements analysis, capabilities analysis oper-
ates at both “broad-brush” and detail levels. It is necessary for those
engaged in work in any particular systems area to stay abreast of the
states-of-the-arts impinging on that area if they are to remain competitive
either in the sense of business competition or in the sense of military
potential. This in turn implies continuing capabilities analysis of new
developments in the impinging areas either of a ‘technological break-
through” nature or merely of an evolutionary improvement nature.

In real time systems above, we considered the question of processing
rate of a system. Of almost equal importance in some missions involving
information subsystems are the accuracy, precision, and signal/noise
ratio of the sensory subsystems since, clearly, the nature of inputs to an
information processing system limits information characteristics of the
outputs. The basic questions bearing on ‘signal/noise ratio may be con-
ceptualized as follows:

Measurement is plagued by statistical difficulties generally called
collectively “noise.” In any discussion of the study of the nature of signals
in the presence of noise, there must be a clear understanding of the
definition of the basic terms, signal and noise. To illustrate best the mean-
ings that are generally imparted to these words, a simplified model will
be used. If there exist two objects, one of which is termed the observer
and the second, that which is being observed, then there exist various
relationships between the two objects. One such relationship is the dis-
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tance between the two. A second is the velocity of the observed object
relative to that of the observer. In any event, the fact that these relation-
ships exist independently of the measuring equipment that will later be
used to measure these relationships is intuitively plausible. In this sense
the relationship of distance between two objects cannot contain noise,
nor does it constitute what is termed signal. It is only when measuring
equipment is applied that both signal and noise are identified. Using for
the sake of discussion the illustration of the relationship of distance, it can
at once be realized that if a steel tape were used and were stretched
between two points, measurement could be obtained. The relationship of
distance, although a constant, could easily produce a large number of
different readings of the tape, owing to effects such as temperature varia-
tions causing expansions or contractions of the tape, or stress being applied
to the tape which causes it to stretch or contract. In any event, any given
reading from the tape represents the combined effects of both signal, which
is that part of the reading that exactly corresponds to the relationship, and
noise, which is the additional or modified portion of the reading owing to
other extraneous effects. The definition then of signal is as follows: signal
is that portion of an instrument reading which has direct correspondence
to the relationship being measured. The definition of noise is simply the
actual instrument reading minus the reading on the instrument if it were
reading only signal. It is fo be remembered that we are only considering
instruments to illustrate the concept of noise. Any spuriously generated portion
of any signal or perception is ‘“noise.”’ Noise poses a tremendous number of
problems, because it is created by such a wide variety of causes. In the
case of a radar, for example, that is being used to determine the range from
an observer to an observed target, noise is introduced into the reading of
range by virtue of angular and amplitude scintillation. The amount of
scintillation and, hence, the magnitude of noise depend upon the general
shape of the target, its rates of motion through its environment, atmos-
pheric conditions, the value of the range itself, and a large number of other
causes that cannot be easily controlled or measured in themselves.

Of interest in this regard is the type of noise introduced within the
internal systems environment by the inclusion of a human being. Rarely
is the design of a man-machine system of such a simplified arrangement
as to permit the human component to act as a single element having but
a simple iterative act to perform that may be linearly predictable. In
many modern high performance systems the human operator may be
called upon to perform a variety of acts or to intersperse a variety of
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observations within a sequence of acts which are contingent on observa-
tions. To reduce system instabilities which may be precipitated by the
inherently fallible operator acting as an integrator of multiple information
formats and action patterns, many arrangements have been proposed and
implemented which have the effect of “unburdening” the operator of
much of the complexity of an unaided control situation. The operator
may be provided also with immediate knowledge of the effects of his own
responses through a variety of control techniques generally classified as
“quickening.” (Both unburdening and quickening are discussed at greater
length in Chapter 3.) Unburdening and quickening are of value in attain-
ing optimal man-machine control system performance. Both techniques,
however, constitute noise sources within the system in that modifications
of the direct correspondence between sensed state and sensory indicator
are necessary to compensate for the inclusion of the nonlinear component
(man) within the system.

It is not possible to separate completely that portion of a reading from
an instrument corresponding to the relation that is being measured and
that portion contributed by noise. Obviously, a great deal must be learned
about the noise and the signal. To begin with, the simplest concepts that
have been employed for this attempted separation process have empha-
sized the fact that, whereas the signal information is constrained to lie
within a known pre-established bandwidth, the noise may lie well outside
of this bandwidth. This in itself, however, does not guarantee that there
will not be a certain amount of noise lying within the bandwidth of the
signal. But a first attempt for eliminating noise would be to filter all
information about a certain frequency, which would then leave the signal
plus a smaller amount of noise. To refine this process still further, addi-
tional information must be had concerning the signal and the noise. The
additional information that noise appears to be uniformly distributed
over a very large spectrum, whereas a signal is located almost along a
spike in the frequency distribution diagram has been utilized in the
designing of a radar PPI (Plot Position Indicator) display. By using the
PPI scope to perform integration, it can be seen that the random noise
portion of the signal will build up at a very slow rate and reach a much
lower saturation level than will the repeated signal spike. Even though
the signal-to-noise ratio (that is, ratio of power contained in each) at any
moment is less than 1, as the integration process proceeds, a bright spot
will appear on the scope indicating that the noise has been partially
separated from the signal, building up the signal well above this signal-
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to-noise ratio of unity. The foregoing material indicates that, before any
improvement in signal-to-noise ratio can be obtained, more information
must be had about the nature of the noise involved. In fact, if the noise
spectrum can be defined, techniques exist, complicated as they may be,
for designing what has been termed the optimum filter. This method can
be applied and used as a guide in determining the type of filter operation
required. The solution does not necessarily represent the type of filter
that would be mechanized since it can conceivably be extended to cover
all modes and methods of nonlinear filtering that might be desired. A
second possibility is to define more closely the spectrum of signal and to
adjust reading of this spectrum very closely by such techniques as
Microlock.T If, for example, a number of discrete readings of a measure-
ment are obtained as a function of time, and it is known that the quantity
being measured is changing as a linear function of time, then a problem of
fitting the best straight line to a large number of sample points is the
manner in which the signal is partially extracted from the noise. To date,
there appears to be no single sequence of arithmetic operations to optimize
the partial extraction of signal from a combination of signal and noise.

It should now be apparent that in the design context of the computing
portion of an informational system (for example) it is necessary to estab-
lish the capabilities of the input sensors at least with respect to:

(a) Signal/noise at the sensory output,
(b) Types of exterior noise passed by the sensor,
(c) Types of noise introduced by the sensor,

inasmuch as these will directly affect the computing requirements if
filtering or smoothing should be necessary.

Concerning capabilities of sensors themselves, full information on their
transfer characteristics is frequently not known even to the manufacturer,
and even less is generally known regarding their interior signal character-
istics. Surprising as this may at first thought appear, it has become unfor-
tunately evident in recent studies on navigational instrumentations, for
example. Only the crudest empirical approximations are available, for
instance, to indicate how the error-noise statistics of navigational Doppler
radars reflect varying terrain characteristics. Having set out to optimize
central computer system information flows and interconnections with
multiple navigational sensory subsystems (for example, inertial platform

1 Microlock is a Hallamore proprietary technique for obtaining weak signals in the presence
of noise by phase-locking signal and receiver.



32 DESIGN AND ANALYSIS

+ Doppler radar + TACAN equipment + stellar tracker -+ central
digital computer), one finds that first one must undertake the deep
analyses of the subsystems one would expect to find in the technical
literature or accompanying commercially available subsystems. This
means, of course, that manufacturing has outstripped engineering and
that, consequently, applications analysis must suffer.

6. Feasibility Analysis

In distinction to requirements analysis and capabilities analysis
which operate over a spectrum of detail levels from specific detailed ques-
tions to “broad-brush’ considerations, feasibility analysis, as customarily
employed, is directed to specific questions. This is, undoubtedly, due to
the fact that feasibility analysis generally follows a series of tentative
decisions and might well be likened to testing of the hypothesis in the
scientific method. Feasibility analysis may also be thought of as combining
basic requirements and capabilities techniques for purposes of re-evalua-
tion (in some cases this re-evaluation turns out to be the now famous
‘““agonizing reappraisal’’). Thus, there is a strong resemblance conceptu-
ally to the more complex problems of classical mechanics in which the
basic equation F = ma is utilized by sequentially assuming certain vari-
ables fixed and operating now upon one side and now upon the other.

One of the most obvious types of questions arising in feasibility analysis
is that of possible conflict between a systems requirement for certain
operating speeds or a certain degree of reliability and a design objective
calling for limitation to a class of phenomenological devices. Thus, for
example, only a small number of years ago it was common, in the case of
airborne computing systems, to find a design objective specification calling
for maximum use of semiconductors and other solid state devices which
at that time were relatively unknown with respect to their effect on system
reliability. Basic data were needed as well as parallel theoretical study to
ascertain whether substitution of semiconductor circuitry for vacuum
tube circuitry could sustain the reliability performance then prevalent.
Subsequently, as we know, semiconductors rendered vacuum tubes
virtually extinct in this area although the problem must now be once
again reappraised in view of the potential radiation environments for
equipment to be utilized in nuclear powered vehicles, and in vehicles
penetrating space radiation areas such as the Van Allen Belt.
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7. Prediction and Extrapolation

A simple example demonstrating a question of feasibility is whether
or not one may, in a given problem, utilize prediction and extrapolation
to enable a digital computer to overcome certain systems difficulties
introduced by itself. We depart from standard practice in this book at
this point by introducing technical details.

Sample data theory shows that a digital control system may be repre-
sented by an ideal computer in series with a sampling element, a delay
element, and a holding circuit. This is illustrated in Fig. 2.1.

. Conﬂ,rfauo;ls
Continuous Ideal outpu
b — — Somp|er ———3={ Dela SE—- Hold .
input computer F(s) /:'*( s) y ;:( s) ,,;:( s)

Fig. 2.1. A digital control system.

The first element in the model, the ideal computer, is defined as a com-
puting element with the property that it accepts continuous inputs and
produces continuous answers as required by the particular problem the
system is to solve. It introduces no delays and has no sampling processes
associated with it. Assume it is an analog computer with an infinite pass
band.

Because of the discrete nature of the operation of a digital computer,
however, a sampling process is present in the forward loop. It can be
shown that if the Laplace transform of one of the outputs of the ideal

computer is F(s), then the Laplace transform of the sampled output
F*(s) will be

Frs) =2 35 F(s 4 jma);  j2 = —1, (8)

n==-—00

where w = 2#f = 2« /7, and 7 is the sampling period.

In series with the sampling element, there is an element introducing a
delay equal to the sampling period r. This element is present because from
the time the digital computer receives its inputs to the time a result is
obtained, a certain amount of computation must take place and this
consumes time.
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The Laplace transform of the sampled and delayed output signal can
be shown to be:

F*(s)p = e F*(s)

= 3 Fls + jnw). ®)

n=—00

Finally, there is the ‘““boxcar’’ element in the model of the system. This
element is used to hold the output of the digital computer between
samples. The Laplace transform of the sampled, delayed, and clamped
output of the system is:

F*(s)pc = e=7(1 — &) i F(s + jnw). (10)

n=-—0co

What would be most desirable is the output of the ideal computer,
F(s), since it would not contain the distortion introduced by the sampling,
clamping, and holding processes inherent in the digital computer. Fig. 2.2

L 1

[
O Predicted values

4

/Outpu’r of linear extrapolator
: |

Ag%

Result of sampling delaying and clamping
~(output of digrtal computer)

v

/(\Om‘pu'r of ideal computer

Fig. 2.2. Effect of an extrapolator-predictor on the output of a digital
computer.

1s a graph showing a typical output of an ideal computer and also the
signal after it has been sampled, delayed, and clamped. There are two
techniques which can sometimes be used to counteract the effects men-
tioned above; these are prediction and extrapolation. Prediction is gen-
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erally used in order to counter the effect of the digital delay while extra-
polation is used mainly to reduce the effects of the sampling and clamping.

The prediction can be designed in different forms, the simplest of which
is linear. In this type of prediction only the present and the immediately
previous output of the system are examined, and on the basis of these
values the next value is determined. Higher order prediction can also be
used;i.e., the last three points can be examined in order to predict the next
value.

The extrapolator may be described as a device which produces addi-
tional outputs of the digital computer between sampling periods. It is
possible to introduce many extrapolation points between samples. The
extrapolation process can be broken into two parts: the first part consists
of examining a certain number of previous values of the output of the
computer in order to determine best what the output of the computer
should be between samples; the second part consists of dividing, in a
linear fashion, the time interval between iterations into several parts.

The first part of the extrapolation process may be grouped with the
prediction mentioned above, so that the prediction not only will counter
the effect of the digital delay, but will also determine the best form for
the initial conditions to be placed in the extrapolator.

An illustration of the effects of prediction and extrapolation is con-
sidered next.

If the present and the previous outputs of the digital computer are f;
and f;_i, respectively, then the predicted value f.+;, on the basis of a
straight line, is:

fi-l-l =fi "l"fz’ _fi—ly

(11)
= 2fi — fia.
The predicted output of the ideal computer at the next step will be:
ite = Ji 2 i Ji=1/y
S =fi+ 2(fs — fia) (12)

= 3f i Zf i—1-

The numbers f; and f, constitute the predicted output of the ideal
computer for the present and for the next sampling point. Note that these
numbers are computed quite simply as linear functions of fo and f_j,
which are respectively the present and previous outputs of the digital
computer. The values f; and 7> will now be used to set the linear extra-
polator. Assume that the value in the linear extrapolator at the present
time is fo; the predicted output of the ideal computer is f;. Rather than
replace fo by f1, which would produce a discontinuity in the output of the
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extrapolator, it would be more desirable to provide a smooth transition
to f». The equation that encompasses this is:

fo— fo
n

f 1 = fK—l +
(13)
K = 1’ cees B,
where the linear extrapolator is to provide # values between each iteration.
Using this equation, it is only necessary to compute fo.
A block diagram of the digital system would now have the predictor-
extrapolator incorporated as in Fig. 2.3.

|deal } Predictor
computer Sampler > Delay — Holder = o i4ranolgtor

Fig. 2.3. Predictor-extrapolator incorporation.

Figure 2.2 shows the improvement obtained by the use of the prediction
and extrapolation. The predictor-extrapolator has produced an output
which is smoother and more closely approximates the output of the ideal

computer than does the output of the digital system without such a
mechanism.

(
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Output of extrapolator
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~d
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~— Qutput of digital computer

{2 3 4 5 6 7 8 9 {0 4 2 {3 14 5

Fig. 2.4. Effect of circular prediction and linear extrapolation.
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A higher order type prediction may be used which fits a circular arc
through the previous three points available to predict the next value.
The equation of a circle in the (fi, k) plane at the kth iteration is:

(fx —a)*+ (k — b)? = ¢ (14)
Taking the first forward difference:
2(fe — a)Afi + (Af)* +2(K —b) +1 = 0. (15)

Taking the second forward difference:
2(fe — ) % + 2(4fx)* + 24187,
+2A£.0% + (A%)2 4+ 2 = 0. (16)

Solving for a:

2(4fx + AY)? — (&%) + 2

¢=f+ 287, (17)

Obtaining b at £ = —2:

b = 2481 o(f2 — (;'i' Af_) — 3. (18)

Evaluating at £ = 0:

(fo—a)2 4 b2 = ¢ (19)
Substituting and solving for f,:
fims+ (o—a2+ b — (2 - b
=a+ (fo—a)+/fb— 4 (20)

where a and b are as evaluated at & = —2.

Examination of the equations above shows that the computation is
much more involved than is the case for linear prediction; however, a
better fit is obtained. Fig. 2.4 shows the results obtained using circular
prediction combined with linear extrapolation.

8. Summary

In this section we classified the most common types of system
analyses into requirements analysis, capability analysis, and feasibility

analysis types; the concepts of real time, noise, and prediction-extrapola-
tion were introduced.



Section 2.3

Design Flow

“All wonder is the effect of
novelty upon ignorance.”
—JOHNSON

1. Mark I and Evolutionary Designs

Although there occur upon occasion so-called one-of-a-kind sys-
tems, the much more common case is that of a series of systems (to carry
out a mission) evolving either through routine improvements in subsys-
tems and their organization into the system, or through necessity to meet
expanded requirements resulting from elaboration of the basic mission.
It is convenient in the more common case to think of an evolving spectrum
of systems from the first, Mark I, to those approaching but never quite
attaining the ultimate (the ultimate is that system best satisfying selection
criteria with only cosmological restrictions on impinging states-of-the
arts). Thus, there are two basic design flows to be considered:

(a) Mark I design,
(b) Evolutionary design.

Clearly, Mark I design provides, so to speak, the initial condition for
evolutionary design.

38
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The system designer, in working from the reference of the Mark I sys-
tem having limited preplanned evolutionary capability, is subject to
severe approach constraints which are of an extra-systemic nature. He
must, for instance, undertake an exhaustive examination and classification
of the Mark I system’s characteristics within all included areas of opera-
tion. He must discern similarities potentially useful in perpetuating the
major systems characteristics through the steps necessary for an evolved
system. In effect, the major portion of his activities relate to the preserva-
tion of the essential characteristics of the Mark I system, despite enlarge-
ment, subject, of course, to such minor modifications as may be compati-
ble with the imposed demands upon the system which stimulated develop-
ment beyond the Mark I phase. In this situation the designer is virtually
committed to the preservation of system performance capabilities charac-
teristic of the Mark I system. In order to discharge this responsibility he
must locate and identify, within the extant Mark I system, areas of opera-
tional similarity and incorporate these within the successor system. The
system thus becomes larger without becoming better.

The desirability for careful consideration of evolutionary design plan-
ning in Mark I design is thus clear.

2. Specification—Design—Analysis

The methodology associated with
system specification usually be-
comes intimately mingled with the
functions of system design and T

Mission objective Fine structure design

systems analysis, although regarded Systems design
in the abstract as being prior to and

. Mission design T
independent from the latter func-

tions. The intricacies and trade-ofs, Copabilities andlysis
arising from hardware constraints T

and other real-world difficulties

associated with systems work, dis- |Requirements analysis = Systems specification

tort the theoretical information flow

coarsely depicted in Fig. 2.5 into Fig. 2.5. Theoretical information flow for
. Mark I design.

that represented by Fig. 2.6.
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—=  Mission objective Fine structure design

l I Feasible

Requirements analysis
l Feasibility analysis
el : Not :
Mission design feasible TFeasuble
l Not |
feasible L System design
Feasibility analysis
Feasible
JFeasuble
Systems specification || Capabilities analysis { Feasibility analysis

Not feasible

Fig. 2.6. Real-world information flow for Mark I design.

3. System Matrices

A method of organizing system information for design flow and
control is desperately needed until a general systems theory is available
in full form. Such a method has been developed utilizing the concepts of
economic analysis. The charts and discussion in Appendix 5 give the first-
pass matrices evolved for defining the central-control-computer oriented
portion of, first, an advanced conceptual high-performance aircraft;
secondly, a modern submarine command system; and thirdly, a manned
space vehicle. The method is, however, of general applicability, and
suitable coding of matrix entries followed by algebraic manipulation may
be made to yield not only interdependence of subsystems and components,
but the degree of such interdependence and measure of effects of marginal
alterations. Such matrices may also be used in the automation of control
for weapons system management. This subject is discussed in Chapter 4.

4. Growth Potential

As indicated previously, a methodology for selecting evolving sys-
tems during Mark I design is needed.
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This statement will seem more cogent if examples of systems designed
without sufhicient attention given to evolutionary or growth potential
implications are considered. There is no dearth of such examples within
recent technological history. Note, for instance, the following:

(a) Imtegration of cockpit instruments displays within the configuration of
a modern high-performance fighter aircraft. Early design efforts have accom-
plished a degree of integration of the display/control interface equipments
which reasonably satisfy most operational requirements upon the aircraft
system. However, additional demands for further integration of the dis-
play/control complex will arise in response to increased tactical versatility
expectations. Satisfactions of these demands will be reflected in successor
systems design. The design team will discover that, to accommodate the
increased demands upon the man-machine system which arise by virtue
of altered modes necessitated by redefinition of the mission, it will be
necessary to modify the central computer in a radical fashion to supply
computation capabilities that meet these new demands. Thus, redefinition
of the mission, calling forth envisioned extensions of tactical capabilities,
impressed new demands upon the man-machine system, which are not
met adequately without substantial modifications of interim display
arrangements. These in turn require extensive alterations in the structure,
size, form factor and other attributes of a central control computer that

was originally conceived as possessing sufficient flexibility to cope with
such growth contingencies for some time.

(b) Attack aircraft control. Increased diversity and complexity in the
types of armaments associated with modern attack-type aircraft have
resulted in substantial design changes with accompanying modifications
in form factors, speed, memory capabilities, and power requirements
related to a central control computer. The Mark I attack plane of an
arbitrary class may have supported a modest arsenal of fire capabilities,
le., a single type of missile having one type of warhead, one type of
guidance system, and one launch mode with a mechanical release. As
diversity has increased the number of useful, available weapons of this
type of mission, new requirements have been imposed upon the central
control computer. There may be several types of mid-course missile
guidance computations required which were not necessary with an earlier
system. Several attack modes may be available, each of which 1s of great
utility in meeting its anticipated class of threats. The complexity of the
armament may be so great that checkout procedures demanding special
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sensory-computer-display linkages not previously required are prescribed.
New demands are imposed upon the computation means, which may not
be adequately satisfied by modularity in design or by the addition of new
special purpose computational blocks. Spatial limitations may be such
that a complete redesign of the computer package is indicated. In the
worst case, state-of-the-art is exceeded so that it is necessary to compro-
mise the potential effectiveness of the system because of contemporary
computer size, weight, packaging, or form factors, or some combination
of these.

(c) Submarine controls. Let us consider an example from another
domain—that of the submarine. In consequence of vastly extended endur-
ance capabilities following provision of nuclear power sources, the sub-
marine is receiving attention from many quarters. On the basis of extended
capabilities it has come to be considered as having great potential as a
strategic instrument in addition to its conventional functions as a tactical
device. Thus, alterations in the performance characteristics of the subma-
rine which have ensued in consequence of the incorporation of nuclear
power resources have resulted in re-examination of the operational charac-
teristics of this type of vessel. The enhanced responsiveness of the system
which emerged in consequence of the reduction of latency factors associ-
ated with an earlier generation of submarines has led to advanced concepts
of control. These will require for their satisfactory expression new families
of sensors, specialized displays, and computation capabilities far in excess
of those required in earlier submarines. The advances in the power domain
have thus led to a class of requirements for new display, control, linkage,
and computer techniques which will more or less ““bootstrap’’ the subma-
rines into a thoroughly new design epoch. With the increased responsive-
ness and endurance capabilities have come increased demands upon
existing internal and external communications. Therefore, another dimen-
sion must be examined if the submarine is to emerge as a consistent,
thoroughly cohesive representation of the existing technologies in many
realms.

Growth potential integration affords exceptional promise as a methodol-
ogy that answers the need for selecting evolving systems during Mark I
design. It has been much praised, seldom elaborated, and little practiced.

The evolutionary design approach may be indicated in gross fashion as
follows:

(1) Operational analysis. Examine the operational process (usually
rather loosely defined) as a whole and in relation to its environment or
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other operational processes to clarify and make precise the objectives to
be accomplished. These objectives will become what may be called
primary requirements (or constraints) for the system.

(2) Constraint analysis. Ascertain the additional requirements, called
imposed requirements (or constraints) on the system. These character-

istics may appear in the form of commodity constraints (i.e., cost limita-
tions, deadlines, etc.).

(3) Feasibility analysis. Determine the class of systems attainable in
current states-of-the-arts which satisfy the primary and imposed require-
ments. These systems are said to be feasible.

(4) Extension analysis. Determine, insofar as possible, the necessary
characteristics of an ultimate system meeting the primary requirements
and those imposed requirements regarded as irrevocable. Ultimate system

is defined as one best satisfying selection criteria with only cosmological
restrictions on the states-of-the-arts.

(5) Growth potential analysis. Each feasible system permits evolution
toward an ultimate system in a fashion that may be roughly classified as:

(a) Requirement of technical breakthrough followed by total redesign;

(b) Discrete steps of technical advance, each followed by major rede-
sign;

(c) “Smooth’” modification taking advantage of advances in states-of-
the-arts without major redesign and resulting downtime.

If (a), (b), and (¢) are indicated on the same time scale, they may be
compared very roughly as in Fig. 2.7.

The system cost associated with a mode L of evolution may, apparently,
be roughly approximated by

K fo "L a.

From Fig. 2.7

foT o) dt > /Tb(z) > /OTc(t) t. (1)

0

Feasible systems having an evolvability characteristic of the ¢-type are
said to possess growth potential.
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Fig. 2.7. Basic modes of systems evolution.

(6) Evaluation analysis. Ascertain a suitable set of criteria for relative

evaluation of feasible systems.

(7) Initial optimization. Select from those feasible systems possessing
growth potential one which is optimal with respect to the evaluation

criteria. This becomes the initial or Mark I system.

(8) Evolution analysis. Indicate, to the extent permitted by planning
under uncertainty, an expected evolutionary path from Mark I toward
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the ultimate as new technology and technique become available.

The design of contemporary systems without the application of growth
potential integration is an approach known colloquially as “kluging.”
Such madequate planning may prove very costly and also cause the loss
of capability to attain the objectives of the implemented process whenever
redesign 1s necessary. Mark I systems designed without extension analysis
or with characteristics @ or & of Fig. 2.7 represent decreasing degrees of

kluging.

The above-mentioned evolutionary approach is recapitulated schemati-

cally in Fig. 2.8.
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Fig. 2.8. Growth potential integration.

5. Summary

In this section we have considered evolution of systems, the results
of “kluging” (design without adequate evolutionary planning), and meth-
ods to avoid “kluging.” We have also indicated how real-world factors
distort theoretical design flow.
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“And thus the whirligig of

time brings in his revenges.”
—SHAKESPEARE



Section 3.1
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Description

“ Reason is a very light rider,
and easily shook off.”
—SWIFT

1. The Descriptive Model

In Chapter 1 we considered an aircraft system as an example and
indicated that its description was replaced by gross approximations be-
cause of complexity and unknown factors. In Chapter 2 we pointed out
the lack of available information on noise characteristics of some sensory
equipments. Let us now consider as a systems problem a central control
computer in a specified aircraft system. One of the missions to be inter-
laced in the computer (either by time-sharing or by provision of parallel
processing capabilities) is navigation. The navigation concept employed
might rely on an approach as simple as dead reckoning or on one as com-
plex as optimal-mixing-utilization of information from an inertial plat-
form, a Doppler radar, a stellar tracker, and a radio-fix subsystem such as
TACAN or DECCA. There will generally be a requirement associated
with autocontrol which may be as simple as commands for mode changes
in an autopilot or as complex as the actual stabilization and director loop

48
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computations. There may be a requirement for ballistic computations in
an armament mode and a requirement for programming flight in various
fuel-management/cruise-control modes such as maximum endurance,
maximum range, minimum time to target, or others. As we move into the
era of integrated cockpits, in which traditional indicators and controls are
replaced by integrated displays and control consoles, the computer will
be required to synthesize the display information, drive the display gen-
erating equipment, and interpret to actuators the pilot’s control com-
mands in a quickened (that is, anticipatory) fashion. Probably, there will
be additional requirements for computing functions of air data measure-
ments and such housekeeping functions as checks for flap position and
wheel position. Other requirements on this general level of detail that may
be present are automatic operation of IFF (Identification, Friend or Foe)
and communications equipment and lock-out of certain maneuvers the
pilot might attempt which would result in dynamic instability or other
potentially fatal conditions (such as low altitude pitch-down beneath the
pilot’s observance threshold).

If the computer is to be truly designed into the supersystem (as it
should be to achieve the reliability and economy of power, weight, and
space desirable for airborne equipment), its mission should be completely
specified prior to design. Such a specification will consist of a total descrip-

tive model of the system of equations the computer is to simulate, and it
must include:

(a) Every equation associated with any required mode;

(b) Ranges, accuracies, and maximum possible rates of change of all
input variables;

(c) Times of availability and forms (voltages, synchropositions, etc.)
of all input variables;

(d) Typesand, at worst, statistical distributions of all errors anticipated
in input variables;

(e) Accuracies, ranges, anticipated maximum rates of change and
availability time required of all outputs to meet supersystem speci-
fications;

(f) Other necessary equations and/or decision rules supplied from basic
theory or empirical data fitting that relate variables in the over-all
set of equations so that it becomes theoretically possible to solve
the set uniquely for all output variables as functions of input vari-
ables and constants appearing in equations;
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(g) Specifications of all constants appearing;

(h) All additional computational constraints such as, for example,
preference between iterative and algorithmic methods of solving
certain subsets of the set of equations.

Now the obtainance and preparation of all this material (a-h) is a for-
midable task indeed and is certainly not made easier by the fact that
generally sensory and actuation equipment as well as the airframe itself
are in, at best, developmental phases when work must be started on
computer design in order to meet delivery schedules. Thus, much of the
descriptive model will be based on educated guesses rather than factual
information. Therefore, it will be subject to, hopefully, small (but proba-
bly major) perturbations as these development phases progress. The
necessity for drastically revising the model with respect to an entire
functional mode is not uncommon because of such factors as:

(i) Some sensory component, such as a radar under development, may
prove incapable of performing as hoped;

(j) Some supersystem component may be behind development schedule
and require substitution in order to meet supersystem schedules;

(k) Inferior analysis or erroneous information may have caused basic
inadequacy of some equations;

(1) Realistic or whimsical change in policy or objectives of the cus-
tomer for the supersystem may revise the supersystem mission;

(m) Computer implementation of the model and imposed constraints
taken together may be beyond the state-of-the-art.

It is to be emphasized that we have not considered here any of the difficulties
associaled with design and fabrication of the computer itself, but merely the
problem of describing what the computer is to do. Division of responsibilities
for such models will be discussed in Chapter 4.

2. Other Descriptive Problems

In the preceding subsection we discussed via an example some of
the descriptive problems arising in system requirements. There are also,
of course, serious descriptive problems associated with the capabilities of
subsystems and components. The methods available at the present for
describing subsystem and component behavior are almost entirely con-
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fined to linear system behavior.f Unfortunately, no known physically
existing system behaves linearly. Although some systems approximate
linear behavior over a severely limited operating range, inf act, (asis highly
desirable in some instances, namely, adaptive control}), it is essential to
admit nonlinear behavior. Inadequacy of the available descriptive tools
may not, however, be the most serious deficiency. Even as wider ranges
of phenomenological devices are being conceived, we find inadequacies in
the basic physical theories upon which their operational explanation is
hypothesized. To see this it is only necessary to recall in the near past the
refutation of both Maxwellian and Lifshitz-Landau electromagnetic
theory by the advent of cryogenic phenomena, the choice in physics to
give up the parity principle in order to continue maintenance of the older
tenets of the conservation religion, and the failure of the standard gravita-
tional theories and astronomic data in conjunction to predict the pertur-
bations later observed in certain artificial satellitic orbits. We even observe
upon occasion ‘‘tests” of theories in which measurements are made with
instruments whose operational explanation is hypothesized upon sub-
theories of the theory being tested.

We have discussed in this section some of the types of descriptive
problems In systems context. Section 3.3 includes a discussion of descrip-
tive problem orders of magnitude more forbidding than these, namely,
the description of human components in man/machine systems.

Appendix 6 gives as an example a precise logical description of a
digital integrator. Despite the simplicity of this familiar computing ele-
ment, its analysis has generally been based on primarily heuristic consid-
erations.

3. Simulation

The conclusion of this subsection on description appears to be the
proper place to discuss briefly simulation as the term is used in systems
analysis and system engineering. As we observe from Section 1.1, a system
simulates its descriptive model. The term simulation customarily refers to
actual operation of some second system believed capable of simulating
the descriptive model of another system. Thus, for example, an analog

1 A system is linear if its behavior can be described by linear differentio-difference equations
with time as the independent variable.

I Mode or state changes with changing environment to maintain optimal performance.
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computer is frequently employed to study the dynamics of an airframe.
If the actual descriptive model of the airframe were known (which it
never is) and if a precise and accurate, and inexpensive analog (say
electrical) satisfying this model could be achieved (which it never is), it
would clearly be more advantageous to operate the analog than to con-
struct and fly the airframe to obtain response characteristics.
Legitimate simulation generally arises from one of two conditions:

(a) The descriptive model involved is intractable to analysis so that
response characteristics for general inputs cannot be predicted;

(b) Itis desired to utilize the simulating system as a training device for
human systems to be associated with it in an eventual supersystem,
or as a testing device for other subsystems either prior to the phys-
ical existence of the simulated system or for economic reasons.

While condition (b) constitutes inherently a good case for simulation,
condition (a) has been greatly overworked historically. Frequently, simu-
lation has been employed as a substitute rather than as a follow-up to
analytical studies. This has an effect similar to that of obtaining special
solutions to a differential equation rather than the general solution. Thus,
if specifications are altered prior to the final design freeze (as they gener-
ally are), the work supposedly accomplished by simulation may well have
been merely a waste of time and, frequently, of much larger amounts of
money than would have been required for serious analytical effort. Simu-
lation in this sense is a legitimate last-resort tool which too often is regarded
as the entire tool kit. Unfortunately, the masses of data produced by
simulation studies have had a certain attraction for the design customer
regardless of actual value, and this has undoubtedly encouraged the trend.

To illustrate our point more concretely, we may point out the glamour
accorded Monte Carlo methods. These methods are basically nothing
more than techniques for estimating (subject to certain confidence limits)
certain output distributions (statistical distributions) by appropriately
sampling (according to sampling theory) given or hypothesized input and
state distributions and simulating system behavior. This constitutes a
legitimate approach to truly intractable stochastic description models,
but is evidently nonsense when the output distributions are deducible
with 100 per cent confidence.

Finally, a moot point is brought up in the concept of using simulation
on a digital computer to check supposedly successful analysis. This would
certainly be of value if programmers and coders were available at a level
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of perfection beyond analytical personnel. Actually, it is of doubtful value

when compared economically with checkout against a second independent
analytical effort.

4. Summary

For optimal design a complete descriptive model of the system is
essential. This is very difficult to obtain and is frequently subject to
change.

There are other problems of description besides the system model
itself. Many such difficulties reflect poor basic theory.
Simulation is a much overused tool.
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Complexity

“The number is certainly the cause.
The apparent disorder augments the grandeur.”
—EDMUND BURKE

1. Measures of Complexity

The most obvious measure of complexity of a system 1is
logz N (22)

where N is the cardinal number (i.e., number of elements) of the system
phase space. Special account is required for countably infinite phase
spaces, and the definition inherently assumes meaningfulness for other
infinite phase spaces which essentially implies assumption of the general-
ized continuum hypothesis.} This measure is quite appealing for such
classical systems as relay networks or flip-flop registers. Where there are
significant trade-offs in system description between inputs and states or

1 Cf. Hans Hahn, The World of Mathematics, (New York: Simon and Schuster, 1956):
111, 1593-1611.
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between outputs and states as in the factory sample of Chapter 1, it is
clearly inadequate. A more satisfactory measure would be
sup log: Ny, (23)
deD
where D is the class of all possible descriptions of the system in question
suitably restricted as to the levels of generality of interest. This, however,
is generally quite intractable to analysis. In any case, the measure should
reflect intuitively the number of realizeable simple components involved
(together with their states) which is established by the level of generality
of interest.

Currently, reference is made to complex systems. This concept covers a
spectrum of complexity, and an idea of the ends of the current interpreta-
tion of such a spectrum may be gained from perusal of Appendixes 7 and
8. Appendix 7 discusses a shipboard fire control system representative of
the lower end of the spectrum. Appendix 8 considers certain aspects of a

hypothetical surveillance system representative of the upper end of the
spectrum.

2. Difficulties Arising From Complexity

Aside from descriptive difficulties and, currently, fabrication
difficulties arising from complexity, the real haunt associated with com-
plexity is compounded of reliability and operability. Clearly, unless com-
ponents are perfect (and they are not), larger aggregates in more or less
random assembly have lower probability of continued simultaneous
operation within specifications than do smaller aggregates.

3. Reliability Computations

It is theoretically possible to arrive at estimates, including confi-
dence limits, for the time distribution of probabilities of transient and
total failures of any system provided sufficient information is given regard-
ing the restraints on, and fine structure of, the system. Fine structure
refers here to all components and their interconnections, interaction with
environment, and the totality of interrelationships established by these.
Unfortunately, the information available for a given system is invariably
insufficient for these purposes. Furthermore, insufficient study has been
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devoted thus far to the elaboration of a systematic methodology which
would utilize available information to permit arrival at realistic estimates.
For these reasons, and perhaps others, rather strong compromising as-
sumptions are customarily admitted regarding such matters as uniformity
of componental characteristics, statistical independence of component
failures, and impossibility of transient failure of a component followed by
failure in another mode. These assumptions characteristically lead to
compromised estimates which are in disagreement with empirical observa-
tions. Thus, certain classes of systems which, according to compromised
estimates, “should have died long ago” are found to be still operating
satisfactorily while other classes which, according to compromised esti-
mates, ‘‘should work like a charm” exhibit behavior described by “there
is always some little thing wrong.”” Some initial attempts have been made
to replace the customary compromising assumptions with more realistic
assumptions, but, to date, the surface has barely been scratched in this
area. To attain a satisfactory degree of understanding of system reliability
and a useful methodology for predicting it, the approach indicated schem-
atically in Fig. 3.1 is apparently a necessity.

—=1 System reliability estimates e
A
3 System reliability theory Componental behavior  pe—
T Yy
General systems theory Fine system structure et—
The logical sciences System concepts

Fig. 3.1. Approach to system reliability concepts.

4. Reliability and Other Criteria and Design Objectives

As an example of the present emphasis on reliability relative to
other system criteria, let us consider again the airborne digital com-
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puter. Within the present state-of-the-art, relatively complex airborne
digital computers can be constructed having volumes of under two cubic
feet and weights of under forty pounds. It is a reasonable expectation that
a strong miniaturization and packaging program could wring out these
figures by a factor of 3 to - Recognizing that, in the distant future, air-
borne computers may be required of much vaster complexity, it is evident
that effort in microminiaturization is necessary. It is also evident, how-
ever, that for most purposes the size and weight of airborne computers
will be so negligible in comparison to the vehicle utilizing them that this
is no longer a primary design objective. What is of prime significance at
this state is reliability. This is a distinct change from the early days of
digital computers when it was far from obvious how an airborne vehicle
could accommodate such a machine. In graphic form, the situations may be
compared as illustrated in Figs. 3.2 and 3.3

Utility
Utility

Fig. 8.2. Early stage of marginal utility in  Fig. 3.3. Late stage of marginal utility in
airborne digital computers. airborne digital computers.

It is clear that the first criterion must at present be reliability, as even
a computer one cubic micron in volume and one micromilligram in weight
is only of academic interest unless its faithful operation can be reasonably
assured throughout a critical mission. As compactness (size and weight)
has been, so have the problems of speed and capacity been temporarily
conquered. Latter day computers offer speeds and capacities adequate
for the computational requirements of latter day aircraft. Thus, by
elimination, our second and third criteria for the present time become
flexibility and operability, respectively, in order that a machine may be
most fully utilized. Producibility is our fourth present criterion, for
machines are needed in quantity and without long lags induced by inflated
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testing and checkout requirements. To summarize, we should weigh the
state-of-the-art against the primary criteria of

(a) Reliability,
(b) Flexibility,
(c) Operability,
(d) Producibility,

while retaining in mind those of

(e) Capability (speed and capacity),
(f) Compactness,
(g) Power requirement,

when looking to the future.

A 5. Exponential Decrease in Relia-
bility with Increasing Complexity

As one may observe empiri-
cally as well as predict intui-
tively, the growth of complexity
within a relatively fixed system
design approach at a given state-

> of-the-arts causes roughly the
Complexity exponential decrease in reliabil-
Fig. 3.4. Exponential decrease in reliability. ity graphically shown in Fig. 3.4.

in a given time

Probability of failure

6. Exponential Decrease in Reliability

This is clearly a restatement of the ‘“law of diminishing returns”
and indicates saturation in a very rapid fashion. Many present day sys-
tems have duty cycles (100 X uptime/total time) of from one to ten per
cent mainly because of the saturation in complexity. Of course these
figures are not completely accurate, owing to lack of complete statistical
independence of components and instrumentation.

There is a certain paradoxical aspect to the reliability vs. complexity
question in that certain designs may, in many circumstances, enhance
reliability while simultaneously increasing complexity. This is accom-
plished on a component or higher subsystem level by ‘‘sharing-the-load”
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or“stand-by” capabilities. An analysis of a typical approach of this kind
is shown in Appendix 9. Unfortunately, the same difficulties pointed out
previously in this section make difficult an exact evaluation of the utility
of low-level redundancy techniques.

7. Self-Checking

Self-checking of a system for errors is a further method offering
relief for lack of reliability. Although no general approaches to this concept
currently exist, techniques are well known in special classes of systems.
As an example, consider the use of redundant codes in digital computers:
the principle of redundant codes is undoubtedly the oldest and most
frequently used method of detecting computer errors. If not all possible
coded words are utilized, the remainder can be referred to as inadmissible
conditions. Certain errors which may be made in computation typically
result in inadmissible conditions. Thus, the apparent redundancy may be
used as a partial error checking system.

In the normal 8—4—2—1 code, there are sixteen possible combinations
of four binary bits that identically are the binary numbers zero to fifteen.
In the binary coded decimal machine, only ten of these combinations are
used; namely, the binary numbers zero to nine. The remaining six combi-
nations of binary ten to fifteen are not used and are called redundant states
because under normal operation these combinations will never exist.
Knowing this permits the computer controller to utilize a detection circuit
that will recognize one of these disallowed combinations when it comes up.
Thus, any error that results in one of these combinations will be detected
immediately by the detection circuit.

This procedure will not catch all of the possible errors, for an error
(which would not be detected) might result in an allowed combination.
Consider that the probability of detecting an error in a randomly defined
code is directly dependent on the ratio of allowed to disallowed states.
Therefore, a five-bit code representing our decimal digit would have only
ten allowed states as before, but would now have twenty-two disallowed
states. Obviously, this increases the probability of a random error produc-
ing a disallowed state.

If one chooses allowed states intelligently, however, one is able to
manipulate the system so that a single random error will always produce
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a disallowed state. Note, for example, the following codes that could be
used for the ten allowed states:

00011 01010
00101 10010
01001 10100
10001 01100
00110 11000

It will be noticed immediately that all of these codes have exactly two
out of the five bits. Changing any single bit in any code will always
produce a disallowed code. A very large number of such codes can be
developed, and the choice of the one to use is usually based upon the ease
with which the code can be used in the machine.

A very commonly used coding arrangement is built upon a principle
known as parity. In this method, any normal coding technique convenient
in the normal machine operations can be used. Then an extra bit, called
the parity bit, is added to each code. This bit is always assigned a value
which will make the total number of ones in the code even (even parity)
or odd (odd parity). Odd parity is most commonly used, since it rules out
the all-zeros state as an allowed state. With odd parity, a single change
of a bit in a code will automatically make the number of ones even, signi-
fying a disallowed code.

Parity is most commonly used as a check on memory devices and infor-
mation transfer operations. Each time a number is stored in or read from
the memory, its parity bit is checked. This will inform the machine when
a bit has been dropped or picked up in the transfer process. Since the
memory tends to be the least reliable part of digital circuitry, the parity
check has distinct value. Parity also has the advantage of being compara-
tively inexpensive to utilize.

The principle of parity can be extended in several directions to improve
reliability further. As a simple example of what might be done, a complex
parity arrangement will be developed for a binary machine using a sixteen-
bit number length. Adding a single parity bit to the number increases its
length to twenty-one bits, and it enables the machine to detect single
errors in the number. In this form the number 33,123 would appear as:

1, 1000, 0001, 0110, 0011.

The number has been divided into four groups of four bits each for con-
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venience, with the parity bit appearing as the first bit on the left. Odd
parity is being used.
If the parity application now is extended by dividing the number into

four groups of four bits and adding a parity bit to each group, the follow-
ing representation of 33,123 is obtained:

0, 1000
0, 0001
1, 0110
1, 0011

The parity bits again are set off to the left of each group of four bits. This
added parity adds very little to the over-all error detection capability of
the machine. It merely locates the error more closely. However, it now
allows the addition of still more parity bits that will accurately locate
the error. The new parity checks will be performed on each column of the

groups of bits as arranged above. In this particular case, the column pari-
ties are shown below:

0, 1000
0, 0001
1, 0110
1, 0011
1, 0011

The parity bits on the left of the table are called “row parities,” and the
parity bits at the bottom of the table are called “column parities.” The
bit at the lower left corner is a parity bit checking the other parity bits.
It may be considered either a “row parity” checking the four “column
parities” or a ‘““column parity”’ checking the four ‘“row parities.”

With the arrangement as described, it becomes apparent that any single
error can be located exactly. Also, any combination of two errors can be
detected.

The foregoing example is given only as an illustration of how the parity
principle can be expanded.

8. Redundant Order Code

The discussion of redundant codes so far has concerned only the
numbers actually being operated upon by the computer. The information
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applies equally well, however, to such things as addresses and order codes.
Nearly all general-purpose machines have built-in detection networks
that sense the presence of an order code that has no meaning in the
machine. This form of checking is comparatively cheap and can prevent
some very peculiar operations that might occur if the machine tried to
follow one of the disallowed order codes.

9. Parity in Arithmetic Operations

The use of parity as described above is adequate to finding errors
in the processes of storing and transmitting numbers, but it is restricted
to operations that do not normally change the number in any way. This
means that arithmetic operations are immediately ruled out. To make
the parity usable in the rest of the machine, it is necessary to provide a
means of generating the parity of the new numbers as they come from the
arithmetic elements. This procedure restores the parity but provides no
check on the arithmetic operations themselves.

In order to check arithmetic operations by parity methods, it is neces-
sary to consider the basis of parity and why it gives information. The
parity bit (or bits) is merely a tag that is attached to a number which
yields some information about the number. If the number ever changes,
the hope is that the parity will indicate this fact. Thus, the whole parity
principle involves making up a tag at one.time and then using it, subse-
quently, from time to time to see if it is still correct.

If the parity bit is to be useful in checking an operation that changes a
number, then the tag for the new number should be made up in advance
and then used to check the new number as it is produced. To illustrate how
this might be done, consider a simple adder. In the add process it is found
that the parity of the sum of two digits is always the same as the sum of
the two individual parities except when there is a carry from the new
lower significant place. From this it can be shown easily that the parity
of the sum of two numbers is the same as the sum of the parities of the
numbers being added and the parity of the carries produced during the
addition process. A predicted parity based on these operations is formed
during the addition operation itself, and then compared with a parity
generated from the sum as it comes out of the adder. However, there are
some pitfalls in this method that should be avoided. For instance, a failure

in the carry generation will produce compensating errors in both the pre-
dicted parity and the parity of the sum.
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10. Summary

In this subsection we found that complexity in a system becomes a
problem mainly because of reliability considerations. Present theoretical
bases are insufficient for realistic reliability estimates. Redundancy and
self-checking are two methods sometimes employed to combat the loss in
reliability caused by increasing complexity.
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Human Subsystems

“Biology s truly a land of
unlimited possibilities. We
may expect it to give us the
most surprising informa-
lion, and we cannol guess
what answers it will return
in a few dozen years to the
questions we have put to 1.
They may be of a kind which
will blow away the whole
of our artificial structure of
hypothesis.”

—S. FREUD

1. Human Problems

The problems arising in connection with human subsystems are,
for the most part, heightened versions of those issuing from other subsys-
tems. The human subsystem, however, is associated with quantities of
myth, morality, and superstition, which in some measure are also intrinsic
to the analyst. Further, this component also has an individuality which
seemingly defies quantizable description except under rigorously con-
trolled experimental conditions and then only in very restricted activities.
Hence, the problem of describing human responses to a variety of environ-
ments and selected inputs is of primary concern and timeliness.
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2. Human Input Capabilities

It is readily apparent from the technical literature in the areas of
human engineering, industrial engineering, operations research, and man-
agement science that many studies have been carried out whose orienta-
tion is toward the determination of the characteristics of human response
to and utilization of certain types of information flow. It is, unfortunately,
equally apparent that almost all of these studies have been of an empirical
or heuristic nature so that their end products consist of prescriptions
for solution of very narrow problems or of statistical inferences with

generally weak support. A few significant empirical rules-of-thumb have
been formulated, such as:

(a) In general, human beings are incapable of simultaneously utilizing
more than six relatively uncorrelated channels of information;

(b) The human being, as a sampled-data monitor, can utilize many
more than six channels provided complex abnormalities among the
channels are locked out.

(c) The complexity of abnormalities among channels to which a human
being can effectively respond may be increased with training but
apparently asymptotically approaches a bound far below that
predictable by simple theories of the central nervous system.

Let us consider some topical areas and illustrative examples having
content bearing upon certain aspects of human response characteristics.

3. Human Sensory Abilities

As indicated above, there are certain restrictions upon the re-
sponses of human beings to environmental stimuli in general, and upon
specific inputs in particular. Despite these limitations, there are several
domains wherein human capacities frequently exceed those of devised
sensory equipments, i.e., in terms of interdependent sensory thresholds,
or in the amount of energy necessary for the excitation and response
elicitation from certain exclusively natural (in this particular context,
human) receptors. Two such receptors, about which a large amount of
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basic information has been accumulated, are the eye and the ear. The
discriminative efficiency of these primary human sensors, within their
ranges of operability, has rarely been surpassed by artificial sensors. Of
course, certain analogous mechanical means have been devised which are
sensitive to energy changes in realms beyond the wavelength bands to
which human eyes and ears are sensitive.

4. Human Perceptual Abilities

Perception includes those processes of immediate conscious cogni-
tion or awareness mediated through the sensory channels. Sorting activi-
ties provide examples of a perceptual process of limited scope involving
the comparison of objects with each other or with given physical stand-
ards. In the broadest sense, one may consider such operations as requiring
only elementary or simplex decision-making activities in that secondary
process or intermediate steps are not usually involved. Sorting is routine,
mechanical, and iterative in those circumstances requiring the manipula-
tion of marked material objects in accordance with some protocol involv-
ing only observations of the marks and positioning of the objects following
observation. [Intimately related to the fundamental sensory capabilities
are the unique (as yet) human capabilities in the generalization of stimuli,
(that is, gestalt perception). Energy patterns, if minutely observed by an
adequate objective process associated with a given object or object class,
differ with the conditions of ambient light, noise level, etc. Nonetheless,
essential qualities are perceptible and a familiar object is identifiable.]

The sorting process is indeed simple when gross differences only are of
interest. The sorting task becomes more complex as subtlety is introduced.
Thus crude sorting is well within the range in which human beings may
operate at high efficiency if they are suitably motivated and possess the
sensory capabilities which permit discernment of differences. However,
other factors must be considered if the sorting activity is not an isolated
one. A continuing activity of monotonous sorting at a crude level would
soon induce fatigue, boredom and, likely, a general deterioration of what-
ever motivation previously existed so that defects in judgments would
appear with significant frequency. Fortunately, machines accomplish
such onerous tasks exceedingly well and, although requiring attention, do
not yield to psychological or physiological need or frailty.
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5. Encoding and Decoding

Recognition of the similarities between the activities of encoding
and decoding, insofar as the human organism is involved in transformation
processes, suggests a unified approach to these topics. Significantly, either
process requires change of a given set of arbitrary symbols or representa-
tions into another, and each is but a variant of the general process of
coding. Ashbyf cites an example of the ubiquity of coding which is
encountered in an ordinary reaction between the human organism and its
environment. He asks that we

consider the comparatively simple sequence of events that occurs
when a ‘“Gale Warning” is broadcast. It starts as some patterned
process in the nerve cells of the meteorologist, and then becomes a
pattern of muscle-movements as he writes or types it, thereby making
it a pattern of ink marks on paper. From here it becomes a pattern
of light and dark on the announcer’s retina, then a pattern of retinal
excitation, then a pattern of nerve impulses in the optic nerve, and
so on through his nervous system. It emerges, while he is reading the
warning, as a pattern of lip and tongue movements, and then travels as
a pattern of waves in the air. Reaching the microphone it becomes
a pattern of variations of electrical potential, and then goes through
further changes as it is amplified, modulated, and broadcast. Now
it is a pattern of waves in the ether, and next a pattern in the receiving
set. Back again to the pattern of waves in the air, it then becomes a pat-
tern of vibrations traversing the listener’s eardrums, ossicles, cochlea,
and then becomes a pattern of nerve-impulses moving up the auditory
nerve.

Apart from the inanimate types of codings involving manipulations
within the nonhuman environment cited in Ashby’s example, there are no
less than eight major transformations throughout which something has
been preserved, though the superficial appearances and psycho-physiologi-
cal processes may have changed. Undoubtedly, more complex examples
could be cited, but in these complexity and numbers of transformations
required by the human organism do not appear to be the main sources of
response difficulty. Rather, the very variety of disturbances discernible
by the human being is inimical to optimal coding performance. Let us

1 W. Ross Ashby, An Introduction to Cybernetics New York: John Wiley and Sons, 1956).
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next consider a simplified example: the activities involved in solution of
the ordinary crossword puzzle. We may disregard certain elementary
knowledge required or implied by the physical format of the puzzle itself
and concern ourselves solely with the transformations involved. For each
word of a puzzle, a definition or an ordered assemblage of clues is given.
The would-be solver knows at the outset only that the word sought con-
sists of so many letters in a certain sequence and that these letters are to
be aligned vertically and horizontally. If the solver is a ‘“good speller,”
his pathway may be eased somewhat. He is further aided by the possession
of an extensive vocabulary. A good memory, both of long and short term,
will also help him, because devisers of crossword puzzles frequently display
in their work an extreme affinity for archaic and obsolete word forms. On
the other hand, if the experience of the puzzle-solver does not include some
previous exposure to such word-forms, his task will prove more difficult.
The puzzler begins his task by taking each word in order, if systematic in
this sense, and by checking and eliminating, as he proceeds, incompatible
letter or word linkages. He is able by means of his previous linguistic
experience to anticipate many incompatibilities prior to setting his choice
of the word required into the proper boxes. The point is that there exists
a common body of linguistic experience which enables individuals of
widely divergent backgrounds t0 communicate more or less effectively,
even via the cumbersome device of a crossword puzzle. Judgment enters,
to be sure, In choice of words spoken or written, but common words of
nearly universal use may be employed should any doubt exist in the
expressor’s mind concerning the interpretation by the listener or reader.

6. Evaluation

Evaluating, or summation of the judgment processes basic to com-
plex response, consists of several processes forming a mental activity
complex. First, perception defines the object, message, or circumstances
of immediate concern. Experience facilitates perception in that it enriches
perceptual scope and possibly short-cuts the perceptual process. Habit-
ual patterns of thought also affect the process, as well as categorization
within the limits of individual experience. Similarities are sought between
the item of momentary interest and those previously encountered within
the individual’s experience, either through direct exposure or via the
recorded experiences of others.
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The distinctive quality of human performance in the solution of complex
problems is as yet unparalleled (with the exception of certain iterative
problem—classes) by machines. We are presently unable to provide accu-
rate descriptions of human thought processes at levels much beyond the
simplest stimulus-response pattern. However, we can recognize the
unique, human-associated character of these processes and attach to them
such labels as ‘“‘reasoning,” ‘“judgment,” and “selective recall.”” Conven-
tionally, we reserve the use of such labels for the generalized description
of inadequately understood human thought processes. Despite this lack
of precision in definition, it is clear that the human organism enjoys
certain capabilities not as yet embodied in other machines. A suggested,
though inexhaustive, list of these capabilities follows:

(a) Extracting something recognizable from a dynamic environment
because it has been previously experienced. In psychological idiom
this capability is referred to as stimulus generalization;

(b) Discerning poorly defined, unquantized, and frequently irrelevant
items of information, and subsequently having such items ‘““on call”
selectively;

(c) Perceiving analogous behavior in dissimilar systems without change
in the fundamental receptor structure;

(d) Self-assessment or, in the system idiom, determination of a gross
approximation to the state occupied;

(e) Utilizing information which is qualitative in nature, and further
assigning such qualitative information relational positions (upon a
continuum of uncertain dimensions);

(f) Using a nonrigorous language structure, i.e., nonrigorous in the
sense that there is no isomorphic relationship between symbol and
designatum;

(g) Synaesthesia, i.e., concomitant sensation (in certain instances of an
altogether subjective nature) of experiencing data in terms of
another sense than the one actually being stimulated, as in color
hearing, in which sounds seem to have characteristic colors. These
phenomena are not clearly understood, but to the extent that they
are operable they serve as stimulus reinforcement means (they
function as built-in sensory redundancy);

(h) Operating conceptually in “universes” not apparent as a direct
result of experience; i.e., conceptualization of geometries not
locally Euclidean, spaces of power greater than that of the con-
tinuum, etc.
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7. Judgment Errors

We have now considered a parial list of the complex processes
invoked by the activities fundamental to decision-making. There are many
more, to be sure, and the underlying principles at the present state of our
knowledge of these others are probably as poorly known. Let us now ex-
plore the types of errors commonly encountered and perpetuated in human
communication and response, either directly or by instrumental means.
Systematically speaking, these are the types of errors caused by the
presence of subsystems composed of series-combinations of human beings
within a supersystem context. A partial list would include errors stemming
from:

(a) Overloading, i.e., unrealistic output demands upon human percep-
tion and information handling capacity. An example in point is provided
by the situation of the pilot in modern military aircraft who must rely for
attitude and director information upon a battery of discrete displays.
These are inadequately integrated so that the pilot must synthesize the
information displayed within some permissible interval for corrective
control as well as implement the effector action required for control
adjustment.

(b) Fatigue. As duty cycles are extended and the action density of an
operator within a given system increased, the frequent result is that the
probability of human fallibility is enhanced with consequent unreliability
penalties placed upon the system.

(c) Multiple functions performed simulianeously. Linearity in the output
of human performance occurs only in simple repetitive processes done
singly. There may be certain simple sequences of action where predictable
linearity within reasonable limits might be anticipated. However, as a
general rule there are severe limitations upon the number of d<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>