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Editorial

When and how did the 
Anthropocene begin?

Frank Oldfield

In March of this year, Nature published a stimulating article by Simon Lewis and Mark Maslin 
entitled ‘Defining the Anthropocene’ (Lewis and Maslin, 2015). In it, they proposed criteria for 
determining the formal onset of the Anthropocene Epoch and from these, derived new starting 
dates. They proposed two alternatives, ad 1610 and ad 1964. The former date lies some two centu-
ries before the date proposed by Crutzen and Stoermer (2000) in their paper introducing and pro-
viding both a definition and a starting point for the Anthropocene. The latter date is over a decade 
later than an alternative and increasingly discussed onset date arising from Steffen et al.’s paper 
(2007) identifying a ‘Great Acceleration’ in detectable human impact on the Earth System begin-
ning in the mid 20th century. These new proposals have provoked a great deal of interest and 
debate. In this issue of The Anthropocene Review, we have tried to provide a timely account of this 
debate. The first four papers comprise contrasted ‘comments’ on the Nature article, followed by 
‘replies’ from its authors. The issues raised are far from forming a sterile debate on starting dates. 
They are full of, and indeed go well beyond, the engaging scientific basis upon which the con-
trasted points of view rest. For this reason, I have taken the decision to regard them as ‘comments’ 
and ‘replies’ despite their length. As well as making it possible to view them as a linked set in the 
present volume of the Review, it has also allowed their appearance online before the provocative 
impact of the original Nature paper fades. I hope readers will enjoy the debate and find the ideas 
put forward and issues raised every bit as stimulating as I have as Editor.
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Perspectives and controversies

Getting the Anthropocene  
so wrong

Clive Hamilton

Abstract
Rather than clarifying it, a recent paper by Simon Lewis and Mark Maslin (2015), ‘Defining the 
Anthropocene’, adds to the confusion about the new epoch. The paper does not recognise that 
a paradigm shift has occurred, one in which environmental science has been displaced by Earth 
System science. The story tells of an Anthropocene beginning in 1610. It is not credible, as it is 
not based on an accurate understanding of the Earth System. In addition, in its determination to 
find a ‘golden spike’ the paper confuses stratigraphic markers for the epoch itself. It finds a marker 
when there is no event and ignores an event when it cannot find a marker.

Keywords
Anthropocene, Earth System science, new paradigm

‘Defining the Anthropocene’, written by Simon Lewis and Mark Maslin (2015) and recently pub-
lished in Nature, does nothing to advance the definition of the new epoch. Each of the paper’s 
misinterpretations can be reduced to two essential mistakes.

The first is soon apparent: Lewis and Maslin’s text fails to recognise that a paradigm shift has 
occurred, one in which ecology or environmental science has been displaced by Earth System  
science. Ecology is the science of the relationship between organisms and their local environments, 
whereas Earth System science is the science of the whole Earth as a complex system beyond the 
sum of its parts. The gulf between the two remains, even if the local environments of ecological 
thinking are aggregated up to the ‘global environment’. The global environment is not the Earth 
System.

In the paper the object in question is variously described as ‘the environment’, ‘the Earth’, 
‘geology’ (as in ‘human geology’) and ‘the Earth system’. When considering the Anthropocene 
only the last is correct, yet it is used in the paper as if it were synonymous with ‘the environment’, 
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which itself takes on various forms, from ‘vegetation’ to ‘biogeochemical cycles’. So when Lewis 
and Maslin begin their paper by reviewing ‘human geology’, summarizing ‘geologically important 
human-induced environmental impacts’, we suspect instantly that they are on the wrong track.

The Earth System is not the environment

Let me spell this out because it is the fundamental point that most commentators on the 
Anthropocene, including Lewis and Maslin, have not grasped. The Anthropocene concerns human 
impacts on the Earth System, not on the environment, and one cannot understand the emergence of 
the concept of the Anthropocene without an understanding of the radically new conception of the 
Earth System that emerged with Earth System science in the 1980s and 1990s.1 This is explained 
in a recent paper by Jacques Grinevald and myself (Hamilton and Grinevald, 2015). In their recent 
textbook, Charles Langmuir and Wally Broecker provide a concise definition of the Earth System.

The various parts of the Earth system – rock, water, atmosphere – are all involved in interrelated cycles 
where matter is continually in motion and is used and reused in the various planetary processes. Without 
interlocked cycles and recycling, Earth could not function as a system. … In the last fifty years or so we 
have come to recognize the movements in all Earth’s layers, including the plates at the surface, the mantle 
and the core as well as the atmosphere and ocean. (Langmuir and Broecker, 2012: 20, 22)

It is worth rereading this definition carefully. The Earth System is not ‘the landscape’, it is not 
‘ecosystems’, and it is not ‘the environment’.

When we read the seminal works of the early advocates of the Anthropocene as a new geologi-
cal epoch it is plain that they are all steeped in Earth System science. They always speak of the 
Earth as a total system, and humans as a ‘force of nature’ like the other great forces of nature that 
determine the evolution of the Earth System. They speak of humans as a force of nature because 
we have changed the functioning of the Earth System.

It is significant that, in the year 2000, Paul Crutzen first blurted out the word ‘Anthropocene’ at 
a meeting of the International Geosphere-Biosphere Programme (IGBP), the institutional heart of 
Earth System science, of which he was Vice-Chair (Steffen, 2013: 486).2 Crutzen linked his advo-
cacy of the Anthropocene explicitly to human-induced climate change, and he nominated the end 
of the 18th century as its starting point because, and only because, ice core data show ‘the begin-
ning of growing global concentrations of carbon dioxide and methane’ (Crutzen, 2002).3

Before others began to appropriate and distort its meaning, the standard-bearers of the 
Anthropocene – mainly Paul Crutzen, Will Steffen, John McNeill and Jan Zalasiewicz –repeatedly 
reminded us that the Anthropocene concept holds water only if it can be shown that humans have 
had a detectable impact on the functioning of the Earth System. Yet this seems to have passed by 
most published authors, including Lewis and Maslin, who persistently write the new concept into 
the old concepts of environmental science.

It is necessary to belabour the point: the fundamental test of the Anthropocene is whether human 
activity affects the Earth’s global functioning, does so discernibly and is outside the range of natu-
ral variability (Steffen et al., 2007). It is on this basis, and this basis alone, that Steffen, Crutzen 
and McNeill have reassessed the evidence to conclude that the beginning of the new epoch is better 
set at the beginning of the Great Acceleration.

Only beyond the mid-20th century is there clear evidence for fundamental shifts in the state and 
functioning of the Earth System that are beyond the range of the Holocene and driven by human activities. 
(Steffen et al., 2015)
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Nothing happened to the Earth System in 1610

It is a clear statement whose words are judiciously chosen. Yet many scientists who have leapt into 
the Anthropocene debate fail to grasp its simple but fundamental lesson. As a result, Lewis and 
Maslin develop a story that is a patchwork of dubious claims leading to the conclusion that the new 
epoch ought to be dated from 1610.

Although the paper’s storyline was striking enough to generate extensive media coverage, the 
1610 Anthropocene starting date is an arbitrary one without scientific basis. So how did they come 
up with it? The authors noticed a small (7–10 ppm) dip in the global concentration of CO2 then 
wove around it a complex story about colonization of South America, depopulation, forest 
regrowth, trade, species exchange and pollen counts. It is an explanation that does not meet the 
criteria of correlation let alone causation. No attempt is made to show numerically that the dip 
changed the functioning of the Earth System or was caused by human activity, other than the men-
tion of some historical events that occurred at roughly the same time.

The dip was, in all likelihood, the result of natural variability4 and the fact that it ended after a 
few decades is not explained in the paper. The argument for 1610 is no more than speculation built 
on speculation. When other scientists and historians begin to examine more closely the historical 
correspondences and the scales of the various claims about colonization, population decline, the 
spread of crop varieties from Europe to South America and back the other way, pollen in marine 
sediments, rates of forest regeneration, atmospheric CO2 and the course of the ‘Little Ice Age’, the 
Lewis–Maslin story will surely fall apart.

Yet the authors believe that this small, temporary and unexplained dip in atmospheric CO2, 
which was not enough to change the functioning of the Earth System and was probably not due to 
human activity, should trump the 120 ppm increase in CO2 emissions since the Industrial Revolution, 
an increase that is very large, is definitely caused by human activity and is virtually certain to be 
the cause of rapid global warming that will last for many centuries.

In order to defend it Lewis and Maslin must engage in some intellectual gymnastics to dismiss 
the other main contenders for the start date. There are only two that are robust, the onset of the 
Industrial Revolution5 and the beginning of the Great Acceleration. They reject the Industrial 
Revolution by arguing that ‘humans have long been engaging in industrial-type production’. This 
is a gross distortion of the argument. The point about nominating the Industrial Revolution is not 
that there was more industry but that it marked the beginning of the burning of coal on an industrial 
scale, which had a discernible effect on the functioning of the Earth System. As I will show, this is 
another example of Lewis and Maslin’s persistent confusion of an event in Earth history with a 
historical marker for it.

After pointing out that the Industrial Revolution did not happen everywhere at once they go 
on to claim that the rise in CO2 concentrations was slow in the 19th century and the absence of 
an abrupt change rules out the Industrial Revolution as a Global Stratotype Section and Point 
(GSSP) marker. Well, yes, and this is the reason that Earth System scientists are now inclined to 
nominate the beginning of the Great Acceleration as a more decisive and unambiguous start date 
(Zalasiewicz et al., 2014). To compound the confusion Lewis and Maslin later claim that one 
advantage of their 1610 date is that the colonization of South America made possible industriali-
zation in Britain 150 years later! Many events made industrialization possible, including the 
Enclosure Laws, the rise of the British merchant class and the invention of the Spinning Jenny, 
so to pick out colonization of South America is mere fancy. To repeat, what matters in locating 
the beginning of the Anthropocene is the time at which human activity changed the functioning 
of the Earth System.
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The golden spike fetish

For consistency we would expect the unambiguously rapid increase in CO2 emissions from the end 
of the Second World War to persuade Lewis and Maslin to accept, say, 1945 as a suitable start date. 
But to dismiss this contender they go down a different track, one that causes them to reject 1945 
and pick out the date of 1964. To understand what they are doing I need to comment on their sec-
ond big mistake, their misplaced preoccupation with the GSSP or the golden spike.

The fixation arises not, as before, because Lewis and Maslin confuse Earth System science with 
environmental science but because they confuse Earth System science with traditional geology or, 
more precisely, with stratigraphy. They write: ‘Defining the beginning of the Anthropocene as a 
formal geological unit of time requires the location of a global marker of an event in stratigraphic 
material, such as rock, sediment, or glacier ice, known as a Global Stratotype Section and Point 
(GSSP) …’. Typically, the marker is the global emergence of new species uncovered as fossils in 
rock strata. Lewis and Maslin ignore the new species requirement but cling to the idea that we must 
have a global marker in rock strata; for them, no GSSP means no new epoch.

Dropping the new species test is an obvious move (and not just to Lewis and Maslin) as there 
are no new species appearing with the arrival of the Anthropocene, although plenty are disappear-
ing. This ought to signal that identification of the new geological epoch can be like no previous one 
and the conventions will have to change (something the Anthropocene Working Group is wrestling 
with). From the viewpoint of traditional geology, the Anthropocene markers have to be imagined 
or ‘backcast’ by projecting oneself forward a million years or so. Lewis and Maslin, however, are 
not happy with a GSSP that will be apparent; they must be able to find one now.

Short of stratigraphers turning their traditions upside down, the Anthropocene Working Group 
(AWG) will also have to provide a clear, datable marker for the new epoch if it is to persuade the 
International Commission on Stratigraphy to accept the proposed addition to the Geological Time 
Scale. Jan Zalasiewicz and others (including several members of the AWG) have recently pub-
lished a paper nominating 1945 as the Anthropocene’s starting date because ‘it was from the mid-
20th century that the worldwide impact of the accelerating Industrial Revolution became both 
global and near-synchronous’ (Zalasiewicz et al., 2014). They argue that this is an appropriate year 
because the first nuclear bomb tests at Alamogordo, New Mexico were staged then and the effects 
will show up in the rock strata as a layer of radionuclides.

However, Zalasiewicz and his co-authors understand that the marker is not the epoch; it is just 
a marker. The Anthropocene is defined not by nuclear blasts but by a human-induced change in 
the functioning of the Earth System, one mainly due to climate change from the burning of fossil 
fuels. The nuclear explosions did not in any way change the functioning of the Earth System; the 
layer of radionuclides that geologists in a million years will detect are merely a signifier, and have 
nothing directly to do with the Anthropocene. They do, however, have a great deal to do with it 
indirectly, because they signalled unambiguously the dawn of the era of global economic domina-
tion by the United States of America, which was intimately tied to the economic boom of the 
post-war years and so the rapid increased in greenhouse gas emissions and associated warming.

Lewis and Maslin, however, are fixated on the marker at the expense of what is marked. And  
so they play around with data on nuclear isotopes and pick out 1964 as the beginning of the 
Anthropocene – it was, apparently, the year in which 14C shows up as a maximum in some tree ring 
data6 – completely forgetting what this ‘golden spike’ is supposed to signify, a change in the func-
tioning of the Earth System due to human activity. In fact, that change is detectable 20 years (if not 
120 years) before their arbitrary selection. The 1964 peak in 14C may ‘provide an unambiguous 
global change in a number of stratigraphic deposits’, but it has absolutely nothing to do with the 
Anthropocene. The marker is not the epoch. It makes no sense to replace 1945 with 1964 as the 
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start date of the Anthropocene when 1964 cannot be linked in any way to any point of inflection in 
the functioning of the Earth System, human-induced or otherwise.

It is worth noting here that to support their claim of a 1610 start date Lewis and Maslin write 
that the transoceanic movement of species is ‘an unambiguously permanent change to the Earth 
system’. In support they cite a paper by Zalasiewicz et al. (2011). Zalasiewicz et al. do not suggest 
that species movement at that time changed the Earth System. The paper simply lists biostratigra-
phy as one of the kinds of evidence used to determine transitions in the Geological Time Scale. The 
referencing of Zalasiewicz et al. is used by Lewis and Maslin to defend their choice of a 1610 start 
date ‘because the transoceanic movement of species is a clear and permanent geological change to 
the Earth system’, a crucial claim for which they adduce no evidence. Yet it nicely encapsulates the 
dual misconceptions that underpin their paper – a lack of understanding of what the Earth System 
is, and the ‘spike fetish’ that causes them to find a marker when there is no event and to ignore an 
event when they cannot find a marker.

A paradigm shift

All of this raises the question of why Nature would publish the Lewis-Maslin paper. The short, and 
rough, answer is that the Earth sciences are undergoing a paradigm shift, from environmental sci-
ence to Earth System science. Historically, this kind of shift is rare and takes a long time to take 
hold because it requires communities of scientists to change radically the way they think about the 
world. Against sustained resistance, it took some 40 years before the theory of plate tectonics 
became accepted (Oreskes, 1999). The problem is that those who have not made the shift do not 
accept that a shift is needed either because the evidence contradicts their firmly held theory or 
principles (as in the ‘Wegener revolution’) or because they absorb the new paradigm into the exist-
ing one, reinterpreting it so that it seems to fit into familiar concepts (as in this case). The elision 
of the Earth System and the environment is the first sign of this failure to understand. Attempting 
to shoehorn the Anthropocene into changes in the landscape or ecosystems is the second.

By applying a different, and outdated, paradigm, various geographers, archaeologists and ecolo-
gists have ‘falsified’ the claims about the Anthropocene put forward by the Earth System scientists 
(Hamilton, 2014). For their part, the Earth System scientists have not argued that the old paradigm 
is ‘wrong’, only limited and now superseded, because it cannot properly understand and explain 
how the Earth is changing. The problem is that the ‘war’ between the old paradigm and the new one 
has not yet been declared, because only a handful of scientists have become aware that there is one 
underway, a hidden battle now unwittingly being fought through the journals.

In mitigation of Lewis and Maslin’s paper and the editors of Nature, the idea that human beings 
could be responsible for changing the trajectory of the Earth System presents a profound challenge 
to the conventions of the Geological Time Scale, a challenge that everyone is trying to come to 
grips with, some more consciously than others. The truth is that traditional stratigraphy is unsuited 
to making a judgement about the Anthropocene. Finding new species (or other signs) in rock strata 
is not the same as identifying a change in the functioning of the Earth System. (A retrospective 
examination of the correspondence between the transitions from one interval to the next in the 
Geological Time Scale and episodic changes in the functioning of the Earth System is an important 
study yet to be done.7) Moreover, while geologists will find markers of the Anthropocene in the 
rock strata in a million years’ time, they cannot do so now. A range of above-ground indicators  
is needed and that is why the membership of the AWG includes not only geologists and palaeon-
tologists but, among others, an atmospheric chemist, a climate modeller, an Earth System modeller 
and a forest ecologist. It was bold of the International Commission on Stratigraphy to create the 
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Anthropocene Working Group. The question now is whether it can accept the consequences of its 
decision to appoint such an eclectic mix of expertise.
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Notes

1.	 I agree with Will Steffen that both words in ‘Earth System’ should be capitalized. The Earth System is a 
unique entity, like the Sun, and deserves a proper noun.

2.	 The role of the IGBP in the development of the Anthropocene concept is discussed by Hamilton and 
Grinevald (2015).

3.	 It is true that Crutzen opens himself up to misinterpretation by referring to ‘the effects of humans on the 
global environment’.

4.	 This is the argument made by Waters et al. (2015) in a brief response to Lewis and Maslin by Earth 
System scientists.

5.	 By which I mean the first period of industrial transformation in Britain in which coal became the domi-
nant source of energy gradually in the 19th century.

6.	 A fact already noted by Zalasiewicz et al. (2014).
7.	 A point made by Jan Zalasiewicz in an email to the author.
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Perspectives and controversies

Anthropocene: Earth System, 
geological, philosophical and  
political paradigm shifts

Mark A Maslin1 and Simon L Lewis1,2 

Abstract
The concept of the Anthropocene has created a profound paradigm shift within the scientific 
community that may well create equally important changes in philosophy and politics. There is 
general scientific agreement that human activity has been a geologically recent, yet profound, 
influence on the Earth System. The magnitude, variety and longevity of human-induced changes, 
to the lithosphere, hydrosphere, cryosphere, biosphere and atmosphere, suggests that we 
should refer to the present, not as within the Holocene Epoch (as it is currently formally 
referred to), but instead as within the Anthropocene Epoch. Hamilton (2015) argues that many 
commentators fail to acknowledge this paradigm shift and suggests the discussion of when the 
Anthropocene Epoch started is a distraction and irrelevant. Earth System scientists, such as 
ourselves, would argue that the evidence for the Anthropocene is already accepted and that 
the paradigm shift has already occurred. The current discussion has moved forward and is now 
centred on defining the start of the epoch using the fundamental principles of stratigraphy. 
We explain how geological time is divided up and the fundamental role of Global Stratotype 
Section and Points (GSSPs). We go beyond Hamilton’s (2015) limited discussion and argue 
that the Anthropocene is creating paradigm shifts beyond the natural sciences. We also argue 
that there are multiple definitions of the Anthropocene and even if a formal definition of 
the Anthropocene Epoch is agreed by geoscientists, this would in no way invalidate other 
definitions or uses. It is the utility and wide appeal that makes the Anthropocene such an 
important concept.
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Introduction

The Anthropocene as an idea is extremely powerful and therefore provokes powerful emotions. An 
example of this is Hamilton (2015) who argues that many scientists, including ourselves, have 
failed to recognise the Anthropocene as a fundamental shift in an underlying scientific paradigm. 
At the heart of his argument is that the ‘global environment’ is not the same as the ‘Earth System’, 
though many scientists use them interchangeably (Lewis and Maslin, 2015a). However, we hoped 
that we had been clear about this, given that the opening line of Lewis and Maslin (2015a) stated 
‘Time is divided by geologists according to marked shifts in Earth’s state’. To move between the 
Earth in one state to another requires a change to the Earth System. Geologists have long consid-
ered the Earth as an integrated system as they have uncovered the major events in Earth’s 4.6 bil-
lion year history, which form the basis of the Geologic Time Scale within which the Anthropocene 
may, or may not, be included in the future. Moreover Hamilton’s (2015) definition of the ‘Earth 
System’ leaves much to be desired. The quote he uses from Langmuir and Broecker (2012) con-
tains no mention of biology. But Earth scientists and Earth System scientists all agree that the 
biosphere has a huge influence on the Earth System; ranging from the speed of tectonic plate 
movements to chemical composition of the atmosphere, from the rate of mountain erosion to the 
intensity of the hydrological cycle. Indeed, life is what separates Earth and its functioning from 
other planets. Hamilton (2015) also asserts that human activity has changed the functioning of the 
Earth System. True, but it should also be noted that the fundamental processes governing the Earth 
System are the same now as in the past. The only difference is that human activity is a major force 
influencing the trajectory of the Earth System instead of all the usual non-human forces of nature.

Hamilton (2015) falls into two traps. The first one is the trap of Anthropocentrism, as he sees the 
Anthropocene as geologically different because it involves humans. He invokes the image that 
humans have taken the Earth’s global functioning outside of natural variations. This is, however, 
simply a matter of timescale. For example, the natural Earth System without humans has been a lot 
warmer and colder than the present day (Maslin, 2013). Greenhouse gas concentration in the 
atmosphere has been a lot higher in the geological past than today, and there have been five mass 
extinctions that likely exceeded the present extinction rate. The second trap that Hamilton (2015) 
falls into is misunderstanding the difference between the evidence that we are in the Anthropocene 
and the formal definition of when this epoch may have started. The former, as we suggested at the 
beginning of Lewis and Maslin (2015a), and argue below, has been accepted and that is why most 
of the discussion is now related to defining the start of the new epoch, now that it is collectively 
acknowledged we are in the Anthropocene. In this paper we present our evidence that the 
Anthropocene is indeed a new geological epoch if we stick to the usual geological rules. We show 
that the paradigm shift has already occurred in science and we go beyond Hamilton (2015) and 
argue that it is a major conceptual jump in philosophy, history and geopolitics (e.g. Castree, 2014; 
Chakrabarty, 2009, 2015a, 2015b; Clark, 2012; Dalby, 2007; Harari, 2014; Johnson and Morehouse, 
2013; Latour, 2015; Vidas, 2014; Yusoff, 2013). We also discuss that there should be multiple  
definitions of the Anthropocene and the formal geological definition of the Anthropocene Epoch 
should just be one of them.

Scientific paradigm shift

We disagree with Hamilton (2015) that there is a general ongoing Earth System science paradigm 
shift occurring. It has already happened. In 2001 the Amsterdam Declaration on Earth System 
Science stated, ‘The Earth system behaves as a single, self-regulating system comprised of physi-
cal, chemical, biological and human components’. This was signed by four different research 
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programmes – the International Geosphere-Biosphere Programme (IGBP), the International 
Human Dimensions Programme on Global Environmental Change (IHDP), the World Climate 
Research Programme (WCRP) and the international biodiversity programme DIVERSITAS. 
Specifically on the Anthropocene, Lewis and Maslin (2015a) summarised the scientific evidence 
showing that the Earth System has been fundamentally altered by humans. But it is worth repeating 
this evidence again, as Hamilton (2015) argues that we and other commentators have distorted this 
view. If we start with the atmosphere there is clear evidence that human actions have released 555 
petagrams of carbon (where 1 Pg = 1015 g = 1 billion metric tonnes) to the atmosphere since 1750, 
increasing atmospheric CO2 to a level not seen for at least 800,000 years, and possibly several mil-
lion years (IPCC, 2013), thereby delaying Earth’s next glaciation event (Tzedakis et al., 2012). The 
released carbon dioxide has also increased ocean water acidity at a rate probably not exceeded in 
the last 300 million years (IPCC, 2013). Despite the focus on greenhouse gases because of con-
cerns about climate change, humans have also profoundly affected other parts of the Earth System, 
for example the nitrogen cycle. The early-20th-century invention of the Haber–Bosch process, 
which allows the conversion of atmospheric nitrogen to ammonia for use as fertiliser, has altered 
the global nitrogen cycle so fundamentally that the nearest suggested geological comparison refers 
to events about 2.5 billion years ago (Canfield et al., 2010).

There is clear evidence that humanity is changing Earth’s climate through anthropogenic green-
house gas emissions (IPCC, 2013). These changes include a 0.85°C increase in average global 
temperatures and sea-level rise of over 20 cm over the last 100 years. There is also evidence for 
significant shifts in the seasonality and intensities of precipitation, changing weather patterns, and 
the significant retreat of Arctic sea ice and nearly all continental glaciers. It is estimated that 
Greenland is losing over 200 gigatonnes of ice per year, a six-fold increase since the early 1990s 
(IPCC, 2013), while Antarctica is losing about 150 gigatonnes of ice per year, a five-fold increase 
since the early 1990s and most of this loss is from the northern Antarctic Peninsula and the 
Amundsen Sea sector of West Antarctica (IPCC, 2013).

Human action also affects non-human life. Over recent decades, global net primary productivity 
appears to be relatively constant (Running, 2012); however, the appropriation of 25%–38% of net 
primary productivity for human use (Krausmann et al., 2013; Running, 2012) reduces the amount 
available for millions of other species on Earth. This land-use conversion to produce food, fuel, 
fibre and fodder, combined with targeted hunting and harvesting, has resulted in species extinc-
tions some 100 to 1000 times higher than background rates (Barnosky et al., 2011), and probably 
constitutes the beginning of the sixth mass extinction in Earth’s history (Barnosky et al., 2011). 
Species removals are non-random, with disproportionate removal of animals with larger body size 
from both the land and the oceans. Organisms have been transported around the world, including 
crops, domesticated animals and pathogens on land. Similarly, boats have transferred organisms 
among once-disconnected oceans. Such movement has led to a small number of extraordinarily 
common species, new hybrid species (Thomas, 2013), and a global homogenisation of Earth’s 
biota. Ostensibly, this change is unique since Pangaea separated about 200 million years ago 
(Baiser et al., 2012), but Lewis and Maslin (2015a) argue that such trans-oceanic exchanges  
probably have no geological analogue.

Furthermore, human actions may well constitute Earth’s most important evolutionary pressure 
(Darimont et al., 2009; Palumbi, 2001). The development of diverse products, including antibiot-
ics, pesticides and novel genetically engineered organisms, alongside the movement of species to 
new habitats, intense harvesting and the selective pressure of higher air temperatures resulting 
from greenhouse gas emissions, are all likely to alter evolutionary outcomes (Darimont et al., 
2009; Palumbi, 2001; Stuart et al., 2014; Tabashnik et al., 2014). Considered collectively, there is 
no geological analogue (Lewis and Maslin, 2015a; Palumbi, 2001). Furthermore, given that the 
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average species occurrence is 1–10 million years, the rates of anthropogenic environmental change 
in the near future may exceed the rates of change encountered by many species in their evolutionary 
history. Human activity has clearly altered the lithosphere, hydrosphere, cryosphere, atmosphere 
and biosphere, and thus the Earth as an integrated system, including its future trajectory.

Kuhn (1962) defines a paradigm shift as a change in the basic assumptions within the ruling 
theory of science. We would contend that within the field of Earth System science the Earth’s func-
tioning as an integrated system is entirely uncontroversial, and the evidence for humans being a 
major geological power has been accepted and the paradigm shift has occurred (Lewis and Maslin, 
2015a; Steffen et al., 2015; Zalasiewicz et al., 2011, 2015). That human activity has altered Earth 
fundamentally is rarely questioned within scientific publications. What is now being discussed is 
exactly how to formally define the Anthropocene Epoch so this paradigm shift can be ratified as 
part of the Geologic Time Scale, and more easily discussed and debated within and beyond the 
scientific community. In many ways the theory of plate tectonics example (Oreskes, 1999) pre-
sented by Hamilton (2015) is a false one, as we and many other Earth System scientists would 
argue that the basic science relating to the Anthropocene is already accepted after only a few years 
on from Crutzen and Stoermer’s (2000) recent highlighting of the concept.

Philosophical paradigm shift

The paradigm shift in science to recognise that humanity is a power of geology is profound and 
influences fields beyond Earth System science. But we should be clear that this shift in the scien-
tific paradigm, through complex social processes, is a better, not just different understanding of 
the world. This is because a common misinterpretation of paradigms is the belief that the discov-
ery of paradigm shifts and the dynamic nature of science is a case for relativism, i.e. that science 
only has subjective value according to differences in perception, consideration or beliefs. Kuhn 
(1962, 1977) vehemently denied this as rational assessment of the weight of scientific evidence 
means the new paradigm, if evidence-based, is always superior to the previous theory. However, 
to be able to discuss and translate the new scientific concept of the Anthropocene it needs to be 
defined. All previous periods of geological time have been defined through the process outlined 
in the Geologic Time Scale (Gradstein et al., 2012; also see Smith et al., 2014) and hence the same 
scientific process is being followed for the Anthropocene. Thus, the comment that it is ‘bold’ that 
the International Commission on Stratigraphy set up a working group on the Anthropocene is 
incorrect. It is normal practice. Some commentators such as Ruddiman et al. (2015) wish to keep 
the term Anthropocene vague and undefined. This is partly because they are concerned that a 
formal definition of the Anthropocene would not include the early effects of human agriculture on 
both the landscape and atmospheric greenhouse gases. However, we see these and even earlier 
influences can be easily acknowledged as described as the ‘palaeoanthropocene’ (Foley et al., 
2013). Others such as Hamilton (2015) and Zalasiewicz et al. (2015) are convinced that the 
Anthropocene must be formally defined as 1945 or 1950 to coincide with the early part of the 
Great Acceleration (Steffen et al., 2015). However, these studies neglect the fact that epochs typi-
cally last millions of years, and many of the changes they describe may be ephemeral changes to 
the Earth System. The need for clear long-term irreversible changes in the Earth System is also 
the reason why the discussion is only about defining the Anthropocene as an epoch and not a 
period on the same level as the Quaternary, as we do not currently know whether human impacts 
will stop the glacial–interglacial cycles which define the current Quaternary Period.

We argue that acknowledging and defining the Anthropocene would be a major shift in the way 
that we see the world, but the tools for deciding the definition will be the usual ones. The key  
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difference geologically between the Anthropocene and other epochs is the cause of the change in 
the state of the Earth System. Thus Hamilton’s claim that the Anthropecene ‘can be like no previ-
ous one and the conventions will have to change’ is incorrect. However, in terms of the way we see 
the world the shift is profound because adopting the Anthropocene Epoch reverses 500 years of 
scientific discoveries, which have continually moved humans to ever-increasing insignificance. 
The Copernicus 16th century revolution put the Sun at the centre of the solar system, downgrading 
the Earth. Modern cosmology suggests our Sun is one of 1024 stars in the Universe, each one with 
the potential to have planets. Darwin’s 19th-century discoveries and the development of evolutionary 
science established that humans are merely a twig on the tree of life with no special origin. In the 
21st century, adopting the Anthropocene reverses this insignificance: humans are not passive 
observers of Earth. Homo sapiens are central because the future of the only place where life is 
known to exist is being determined by the actions of humans. In fact, we would argue that humanity 
has become a geological superpower.

Defining geological time

There are currently two different Anthropocenes, and two different debates. One debate concerns 
informal use of the Anthropocene concept to recognise the influence of humans on the global  
environment or the Earth System. The second debate focuses on the formal definition of the 
Anthropocene Epoch by geoscientists. Hamilton (2015) mixes and twists these two debates, which 
is not helpful. It is the second debate, which Hamilton (2015) rather patronisingly refers to as the 
‘golden spike fetish’, which was the focus of Lewis and Maslin (2015a). We certainly agree with 
Hamilton (2015) that the ‘marker is not the epoch’; the marker is just the boundary that fits with 
geological conventions. The epoch is the Anthropocene, a change in the state of the Earth driven 
by humans. This failure to understand the importance and role of such markers appears to be due 
to a lack of understanding of the detailed work that goes into defining and refining the understand-
ing of geological time.

In practice, the formal definition of any geological stage is a long and bureaucratic process that 
has been followed for every single geological boundary definition (Smith et al., 2014). It is worth 
summarising how geological time is understood so that similar confusion does not arise in future 
discussion. Geological time is divided into a hierarchical series of ever-finer units, the finest being 
stages, with stages nested within epochs, and so on (Smith et al., 2014). The present, according to 
the Geologic Time Scale (Gradstein et al., 2012), is in the Holocene Epoch (Greek for ‘entirely 
recent’; started 11,650 BP, where present is defined as 1950), within the Quaternary period (started 
2.588 million years ago), within the Cenozoic era (‘recent life’; started 66 million years ago) of the 
Phanerozoic eon (‘revealed life’; started 541 million years ago). Divisions represent differences in 
the functioning of Earth as a system and the concomitant changes in the resident life-forms. Larger 
differences result in classifications at higher unit-levels.

Formally, geological time units are defined by their lower boundary, that is, their beginning. 
Boundaries are demarcated using a GSSP (Global Stratotype Section & Point), or by an agreed 
date, termed a GSSA. For a GSSP, a ‘stratotype section’ refers to a portion of material that develops 
over time (rock, sediment, glacier ice), and ‘point’ refers to the location of the marker within the 
stratotype. These ‘golden spikes’ are a single physical manifestation of a change recorded in a 
stratigraphic section, often reflecting a global-change phenomenon. These are then complemented 
by other stratigraphic records showing a global change to the Earth System (Smith et al., 2014). 
Thus for a long-term change to the Earth from one state to another a single boundary time is chosen 
at a specific point within that long-term change. The definition of each GSSP differs and combines 
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these requirements depending upon the time period, sediment types that are available and the types 
of change occurring at that point within Earth’s history. Importantly, markers themselves are not 
required to encompass the complete change in the Earth from one state to another, nor, as Hamilton 
(2015) incorrectly suggests, are they chosen relative to some parameter exceeding some prior 
bounds of variability. Critically, it has been decided that within the Phanerozoic (last 541 million 
years) GSSPs define the boundaries, with a major scientific effort to define these under way. 
Currently 65 of the likely 102 Phanerozoic GSSPs have been ratified by the International 
Commission on Stratigraphy (ICS) while several others await ratification or selection from com-
peting candidate locations (Smith et al., 2014). We should note that there is no requirement, as 
Hamilton (2015) suggests, that new species are required to define an epoch. There is a strong move 
over the past decade or more to define boundaries with chemical markers, as these are less diachro-
nous than biostratigraphic markers (Smith et al., 2014). The Holocene Epoch was formally ratified 
in the absence of new species (Walker et al., 2009).

It is also possible, following a survey of the stratigraphic evidence, that a GSSA date may be 
agreed by committee to mark a time unit boundary. GSSAs are common in the Precambrian (>630 
million years ago) because well-defined geological markers and clear events are less obvious fur-
ther back in time. Regardless of the marker type, formally ratifying a new Anthropocene Epoch 
into the GTS would first require a positive recommendation from the Anthropocene Working 
Group (AWG) of the Subcommission of Quaternary Stratigraphy. This would be followed by a 
supermajority vote of the International Commission on Stratigraphy (ICS), and finally ratification 
by the International Union of Geological Sciences (see Finney, 2014, for full details).

In Lewis and Maslin (2015b) we respond to the specific concerns of Hamilton (2015) about our 
two suggestions for possible boundaries to define the inception of the Anthropocene Epoch: the 
irreversible exchange of species following the collision of the Old and New Worlds, coupled with 
the decline in CO2 at 1610 ce (Orbis spike), which marks Earth’s last synchronous cool period 
before the long-term warmth of the Anthropocene; and the accelerated changes to the Earth System 
in the second half of the 20th century, conveniently marked by the 1964 peak in radionuclide  
fallout (Bomb spike).

There has been no decision about the formal definition of the Anthropocene Epoch as yet. 
Moreover, even if there were a formal definition of the Anthropocene Epoch this definition should 
in no way prevent authors from understanding the Anthropocene in other ways, as long as they 
define how they are using the informal term. Indeed geological convention allows both to be easily 
discussed; formal names have capitalised designation, informal terms do not. Anthropocene Epoch 
is a formal geological term, while Anthropocene epoch or just the Anthropocene can be used as the 
informal term.

Anthropocene confusion

Confusion has arisen over the Anthropocene because of the assumption that defining the 
Anthropocene Epoch is the definition of the Anthropocene. In fact it is just the definition of a geo-
logical stage by geologists who have a long scientific tradition and institutions to investigate the 
major events in Earth’s history and define geological time. Any formal definition of the 
Anthropocene Epoch does not invalidate other definitions. Geoscientists would never claim to 
have the ability nor legitimacy to define the beginning of historic periods, the emergence of impor-
tant changes to economic or political systems. It may well be that the specific date associated with 
the geological definition of the Anthropocene, following the usual GSSP criteria, does not make a 
major contribution to the understanding of history or political science or philosophy. But the fact 
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that we are today in the Anthropocene may well be important to these fields. We would therefore 
argue it is incumbent on other subjects such as history, political science, geography, etc., to have 
their own definitions of the Anthropocene, if these are useful within these domains. Moreover if 
the term Anthropocene is not fit for purpose within the disciplines then other terms, such as 
Capitalocene or Anglocene (Bonneuil and Fressoz, 2013), should of course be used if they are 
helpful to our understanding of the human influence on the Earth System. Nevertheless, for the 
AWG, the final report to the ICS must be based on the fundamental principles of stratigraphy and 
be able to be defended scientifically against accusations of political bias or agenda. If the AWG 
does not follow these principles it would be unlikely that the ICS will ratify the Anthropocene 
Epoch and the discussion and debate will continue. We would suggest that Hamilton (2015) and 
many other commentators must separate the argument for defining the Anthropocene Epoch from 
both the general agreement that humans are rapidly changing the Earth as an integrated system, and 
the more fluid and broader use of the Anthropocene concept.

Conclusion

The discussion of the Anthropocene concept both as an informal and a formal definition has 
changed the way we think about the relationship between humans and the Earth System. No longer 
are humans easily considered ‘other’ or ‘outside nature’ but rather now can be seen as one of the 
most powerful driving forces of change ‘within’ and ‘part of’ the Earth System. It is clear that 
scientists have already accepted the Anthropocene (Lewis and Maslin, 2015a; Rose, 2015; Steffen 
et al., 2015; Zalasiewicz et al., 2015), so Hamilton’s (2015) claims that we, and others, are ignoring 
the paradigm shift is simply wrong. The slow careful bureaucratic approach of geoscientists to 
defining distinct periods of time is one of the great advantages in the discussion of the Anthropocene. 
Because it conforms to Stengers’ (2010) call for ‘slow science’, it allows for the full discussion of 
the currently available evidence, it can identify, as do Lewis and Maslin (2015a, 2015b), gaps  
in our knowledge that need to be addressed and it can consider evidence from a wide range of 
disciplines. The definition of any formally ratified Anthropocene Epoch will be based on the funda-
mental principles of stratigraphy and the selection of a GSSP (Smith et al., 2014). Hamilton (2015), 
unfortunately rather ignorantly dismisses this process as ‘golden spike fetish’, despite the fact that 
geologists have spent decades painstakingly undertaking careful work to define and refine stage 
boundaries within the Geological Time Series (Gradstein et al., 2012). The result is an increasingly 
clear history of the major events in Earth’s history, itself a major scientific achievement. We do feel 
this work should not be so lightly dismissed.

We also stress that the definition of the Anthropocene Epoch should not be seen as the only useful 
definition of the Anthropocene. The Anthropocene is emerging as an extremely useful concept in 
other disciplines such as history, geography, anthropology, political science and philosophy. 
Therefore there must be room for the formally stratigraphically defined Anthropocene Epoch and 
the more fluid and broader use of the Anthropocene concept. Of course, in many ways it does not 
matter which definition of the Anthropocene Epoch is used, so long as it is clearly stated, because 
it is the debate and discussion within and beyond science about human impact of the Earth System, 
which is the true paradigm shift in our thinking.
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A recently published analysis by Lewis and Maslin (Lewis SL and Maslin MA (2015) Defining 
the Anthropocene. Nature 519: 171–180) has identified two new potential horizons for the 
Holocene−Anthropocene boundary: 1610 (associated with European colonization of the 
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discuss both of these novel suggestions, and consider that there is insufficient stratigraphic basis 
for the former, whereas placing the latter at the peak of the signal rather than at its inception does 
not follow normal stratigraphical practice. Wherever the boundary is eventually placed, it should 
be optimized to reflect stratigraphical evidence with the least possible ambiguity.

Keywords
Anthropocene, ‘Little Ice Age’, radiocarbon fallout, stratigraphy

Introduction

Since the initial proposal of the Anthropocene as a new interval of geological time (Crutzen, 
2002; Crutzen and Stoermer, 2000), the term has become widely used, both within the natural 
sciences (e.g. Waters et al., 2014; Williams et al., 2011; and references therein) and those of the 
social sciences, humanities and arts (e.g. Chakrabarty, 2015; Latour, 2015; Vidas, 2010, 2011, 
2014). It is also currently under analysis as a potential formal addition to the Geological Time 
Scale. A key question – one that needs to be established whether the Anthropocene is to be 
formalized or not – is when it may be said to have begun. If it is to be regarded as a geological 
(chronostratigraphic) time unit, it needs to have a defined beginning, be synchronous around 
the world, and be effectively traceable in geological strata using a range of evidence (fossil, 
chemical, physical) that expresses changes as clearly as other major boundaries in the strati-
graphic record. Other possibilities exist, for instance Edgeworth et  al. (2015) suggested an 
alternative interpretation of the Anthropocene as an archaeology-based time unit with a dia-
chronous lower boundary.

The Anthropocene was initially suggested by Crutzen (2002) as beginning with the Industrial 
Revolution in the late 18th century, along with the initial rise of atmospheric CO2 and CH4 concen-
trations above the Holocene baseline, and James Watt’s steam engine, patented in 1776. At this 
time, the global human population surpassed 1 billion (it is now over 7 billion). The first strati-
graphic analysis associated with the term proposed a numerical age of 1800 or associated with the 
1815 eruption of Mount Tambora (Zalasiewicz et al., 2008).

There has been a wide range of suggested ‘Anthropocene’ beginning dates, ranging from ideas 
of an ‘early Anthropocene’ linked to early human impacts on the globe associated with hunting 
and, particularly, the changes to landscape and, arguably, to CO2 levels associated with the origin 
and spread of farming (e.g. Ruddiman, 2003, 2013; Ruddiman et  al., 2015; Smith and Zeder, 
2013), to a number of suggestions based on the large changes to the Earth System in the mid-20th 
century ‘Great Acceleration’ (Steffen et al., 2007, 2015; Syvitski and Kettner, 2011; Syvitski et al., 
2005) and associated stratigraphic signals (Corlett, 2015; Rose, 2015; Waters et al., 2014 and refer-
ences therein, 2015; Wolfe et al., 2013; Zalasiewicz et al., 2015).

A recently published Perspective in Nature (Lewis and Maslin, 2015) advanced two other dates, 
1610 and 1964, to potentially begin the Anthropocene, with the first of these being favoured. Lewis 
and Maslin’s second, 1964, proposal is chronologically close to, but conceptually distinct from, 
other mid-20th century proposals. Their wide-ranging study brings valuable insights to the issues 
involved with selecting an Anthropocene boundary, focuses attention on key historical intervals in 
Earth history, and brings new logic and ideas to the process of boundary selection. Here we con-
sider the new boundary suggestions of Lewis and Maslin critically, in order to examine whether 
they show promise to effectively define the Anthropocene.
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Events of the 16th and 17th centuries, and the ‘Orbis’ hypothesis

The 1610 ‘Orbis’ date, the preferred option of Lewis and Maslin, reflects a short-lived decline in 
atmospheric CO2 of ~10 ppm identified in two Antarctic ice cores and ‘the most prominent feature, 
in terms of both rate of change and magnitude, in pre-industrial atmospheric CO2 records over the 
past 2,000 years’ (MacFarling Meure et al., 2015). Like other postulates (Faust et al., 2006), they 
associated this CO2 dip with depopulation in the Americas following European colonization: thus, 
Lewis and Maslin regard it as an anthropogenic marker of ‘transoceanic movement of species 
[that] is a clear and permanent geological change to the Earth system’. However, the magnitude of 
the CO2 fluctuation cited by Lewis and Maslin (2015) is not outside the range of natural Holocene 
variability (Figure 1). Furthermore, the anthropogenic origin of the brief CO2 transient is not con-
clusively established, making the 1610 date problematic for marking an epoch’s beginning. The 
salient points are:

•• The ‘1610 CO2 downturn’ is not an ideal stratigraphic marker. The CO2 concentration 
curve in the NGRIP ice core (Monnin et al., 2001) reveals many ‘sharp and brief dips’ in 
CO2 of comparable amplitude before 1610. Thus, the 1610 dip seems not a large enough 
anomaly to stand out as an epoch marker, particularly when compared with post-industrial 
changes in atmospheric CO2, not least because the signal is only detectable in select ice core 
localities. Even then, its precise timing is uncertain because of the lag between snow deposi-
tion and closure of air bubbles in ice, which can be allowed for, but not quantified precisely: 
any ‘golden spike’ is different for air and the surrounding ice by decades to centuries (Ahn 
et al., 2012). The chosen 1610 date hence combines aspects of a Global Boundary Stratotype 
Section and Point (GSSP or golden spike) and Global Standard Stratigraphic Age (GSSA), 
without fully satisfying either one.

•• The 1610 event is not significant with respect to the entire Holocene record. Atmospheric 
CO2 concentrations vary naturally during interglacial periods by about 20–25 ppm. During 
the pre-industrial Holocene, it varied between 260 and 285 ppm and during the previous 
interglacials it has varied between 262 and 287 ppm (Barnola et al., 1987, 2003; Etheridge 
et al., 1996, 1998; Indermühle et al., 1999). Much of this variation may reflect fluctuations 
in ocean circulation (e.g. Intergovernmental Panel on Climate Change (IPCC), 2013: chap-
ter 3 (Observations: Ocean) and chapter 5 (Information from paleoclimate archives)). The 
carbon stored in the ocean exceeds that stored in land systems by a factor of 20. Therefore, 
small changes in the marine storage of carbon can significantly change atmospheric CO2 
levels. Hence, the dip of about 10 ppm in the CO2 curve at ~1610 (enhanced by the scale 
chosen for Lewis and Maslin, 2015: figure 2c) may well fall within natural variation.

•• The 1610 dip does not match the suggested regional anthropogenic trigger. The loss of 
population in the Americas (in aggregate terms) continued until about 1650 (Cook, 1998). If 
the proposed model is correct, this depopulation should have resulted in forest regrowth and 
attendant CO2 uptake until the mid-17th century at least, especially as trees stock carbon 
fastest at maturity, not as saplings. If depopulation in the Americas drove the downturn in 
atmospheric CO2, concentrations should have continued to decline until 1650–1680, which 
is not seen in the ice core data. The link between depopulation and greenhouse gas declines 
is further complicated by other factors. With Amerindian depopulation, farmed and burned-
over land did not necessarily revert to forest ecosystems, as large herbivores locally under-
went population explosions, affecting vegetation dynamics. Furthermore, reduced soil 
respiration may have resulted from the low temperatures of the ‘Little Ice Age’, adding an 
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additional complicating factor (Rubino et al., 2015). The peak cold of the ‘Little Ice Age’ 
occurred after the CO2 event, during the sunspot Maunder Minimum between 1645 and 
1715 (Eddy, 1976).

•• The 1610 dip does not match global trends. Conceptually, the 1610 date is underpinned by 
linking the minor downturn of CO2 with the loss of ~50 million people in the Americas 
(1492–1650) (Cook, 1998). That link may be questioned, as noted above, and in any case 
the resulting land-cover changes need be interpreted in a global context. While both regional 
and global population figures are inexact, outside of the Americas, population was probably 
rising for most of the 1500s until 1600 or 1620, with consequent deforestation potentially 
muting the American trend towards forest regrowth and CO2 uptake. Various large-scale 

−1
2

−1
0

−8
−6

−4
−2

0
2

4

20000 18000 16000 14000 12000 10000 8000 6000 4000 2000 0

20
0

30
0

40
0

C
O

2
co

nc
en

tra
tio

n 
(p

.p
.m

.)

Te
m

pe
ra

tu
re

 a
no

m
al

y 
(°

C
)

Years Before Present

CO2 − EPICA Dome C ice core
CO2 − Law Dome ice core
CO2 − Air samples

Temperature − EPICA Dome C ice core
Temperature − Multiproxy reconstruction
Temperature − polynomial fit

(a)

1000 1200 1400 1600 1800 2000

−0
.4

−0
.2

0.
0

0.
2

0.
4

Te
m

pe
ra

tu
re

 a
no

m
al

y 
(°

C
)

Year

Northern Hemisphere
Southern Hemisphere

(b)
1610

Figure 1.  (a) Atmospheric CO2 and temperature based upon proxy information from the Law Dome and 
EPICA Dome C ice cores (Jouzel et al., 2007; MacFarling Meure et al., 2006; Monnin et al., 2001) combined 
with data from observed measurements (Jones et al., 2013; Keeling et al., 2005); (b) Southern (red) and 
Northern (blue) Hemisphere temperature anomaly reconstructions from Neukom et al. (2014) showing 
the temporal and geographical complexity of climate history through the last millennium.

 at NORTH DAKOTA STATE UNIV LIB on May 29, 2015anr.sagepub.comDownloaded from 

http://anr.sagepub.com/


Zalasiewicz et al.	 5

events, including wars, famines and epidemics probably reduced global population ~1600–
1660 (Parker, 2013). Loss of population in north China and Germany (two hard-hit places 
~1620–1670) may not have the same implications for forest regrowth and atmospheric CO2. 
But, as a first approximation, considering population and forest cover as key CO2 drivers, 
and taking an integrative global perspective, one would predict the CO2 nadir to occur later 
than 1610. The correlation between native human depopulation in the Americas and the CO2 
dip of 1610 therefore lacks an unambiguous causal link.

•• The associated global temperature change does not form a distinct stratigraphic marker. 
Lewis and Maslin cite the analysis by Neukom et al. (2014) of climate in the last millennium 
in indicating, within the ‘Little Ice Age’, ‘a relatively synchronous cold event noted in geo-
logic deposits worldwide’. It is not clear, though, that an obvious stratigraphic event marker 
exists here. Neukom et al. (2014) do recognize within the ‘Little Ice Age’ an interval of a 
little under a century (1594–1677) as a cold period affecting both hemispheres. However, 
their reconstruction (Figure 1b) shows an indistinct interval around the late 16th and early 
17th centuries where, although both hemispheres show, unusually for the ‘Little Ice Age’, a 
similar temperature trend, there seems little otherwise to distinguish this from other earlier 
and later minor climate oscillations. The ‘Little Ice Age’ overall (~1300–1870) shows con-
siderable geographic variations in climate history (IPCC, 2013; Mann et al., 2008).

•• The global biostratigraphic signal from colonizing the Americas remains incompletely doc-
umented. The two-way spread of invasive/transported species from and to the Americas has 
considerable biostratigraphic potential, but needs further study to show just how closely 
these particular signals approximate to globally detectable time planes, and how they com-
pare with the plethora of other invasive-related signals, both earlier and later. Maize, the 

Figure 2.  Maize distribution map sourced from NASA: Visible Earth (http://visibleearth.nasa.gov/view.
php?id=47250); the timing of maize transfer and spread sourced from Natural History Museum (http://www.
nhm.ac.uk/nature-online/life/plants-fungi/seeds-of-trade/page.dsml?section=crops&page=spread&ref=maize).
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example quoted by Lewis and Maslin (2015), did become a major crop plant worldwide. 
However, the spread took place over a few centuries (Figure 2), making the resulting 
biostratigraphic signal diachronous at the time scale relevant to defining the Anthropocene.

1964 and peak excess radiocarbon

The alternative 1964 date suggested by Lewis and Maslin (2015) is, in contrast to the dip (in atmos-
pheric CO2 in 1610), based rather upon a peak in atmospheric radiocarbon recorded in annual tree 
rings from pines in the park by Niepołomice Castle, Poland (Rakowski et al., 2013). Such a refer-
ence point would be precise – a desirable feature of setting epoch boundaries – and accessible. 
However, a living tree may not be universally accepted to be ‘geological stratigraphical material 
such as rock, glacier ice or marine sediments’, as Lewis and Maslin (2015) note. Other difficulties 
with this suggestion include:

•• The boundary is not ideally placed relative to the signal. It is more conventional, and usu-
ally more practical in terms of worldwide correlation, to place a boundary based on chemi-
cal or isotopic excursion at the beginning, rather than at the peak, of such a major geochemical 
change in strata. That is the case with the iridium spike at the Cretaceous–Palaeogene 
boundary (Molina et al., 2006) and the negative δ13C excursion for the Paleocene–Eocene 
boundary (Aubry et al., 2007), for instance. In this way one captures the whole signal and 
not just part of it, making the interval being defined more easily recognizable, especially in 
geological situations where the record is incomplete. For the Anthropocene, for instance, 
another potential boundary-defining isotope curve is the 13C/12C anomaly produced by the 
burning of fossil fuels (Dean et al., 2014), which has a clear inception, but which has not yet 
reached its peak. The onset of the globally significant fallout signature occurred in 1952 
(Waters et al., 2015), which brings this GSSP suggestion closer in line to recent suggestions 
of a boundary associated with the mid-20th century ‘Great Acceleration’ (Zalasiewicz et al., 
2015). In the Niepołomice pine, Δ14C measurements were only conducted to 1960 (Rakowski 
et al., 2013), and so a more extended record is needed to capture the beginning of the signal. 
There is a conceptual issue concerning use of radioisotopes as a marker for the base of the 
Anthropocene. As the radioisotopes decay the first inception of a signal will, with time, fall 
below resolvable detection limits and ultimately (50,000 years for 14C) only the peak signal 
will be recognizable. Therefore, a peak signal would be better recognized when nearly 
decayed, but for immediate use the inception is clearly preferable.

•• The excess radiocarbon signal is diachronous and inconsistent. The 1964 14C bomb spike is 
recorded from atmospheric measurements, and tree rings will suitably record that peak in an 
annual growth ring for that year. However, the tree-ring radiocarbon curve (Rakowski et al., 
2013) is representative of the Northern Hemisphere only, rather than capturing a global 
signal, with the equivalent but lower bomb peak evident in the Southern Hemisphere ~1–2 
years later (see Zalasiewicz et al., 2015: figure 2 and references therein). Also, there will be 
a mixed inventory of the ocean’s native carbon inventory and the bomb peak, so that the 
excess radiocarbon signal is likely to be suppressed in marine sedimentary deposits, the 
typical setting within which most, though not all, GSSPs are defined.

•• Other components of the ‘bomb spike’ are likely to give a clearer signal than 14C. Plutonium 
(239, 240 Pu) is likely to sorb better to clays and organic compounds within marine sediments 
and moreover has the advantage of being a mostly artificial radionuclide suite with a longer 
half-life (24,110 years as opposed 5730 years for 14C) that will be detectable in sedimentary 
deposits for some 100,000 years (Waters et al., 2015).
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Should choice of human narrative influence boundary selection?

A key factor that lies behind the proposal of Lewis and Maslin (2015) for 1964 as a suggested 
Anthropocene boundary relates to arguments regarding nuclear weapons, their testing, and the 
related international treaties. They note that this proposed ‘boundary’ was when atmospheric 
nuclear tests – upon reaching their peak in 1963 – began to fall, citing the reason behind ‘rapid 
decline in atmospheric testing’ as the 1963 Partial Test Ban Treaty. They present this to ‘highlight 
the ability of people to collectively successfully manage a major global threat to humans and the 
environment’ (Lewis and Maslin, 2015: 178). In other words, the onset of the Anthropocene 
according to Lewis and Maslin (2015) is not when nuclear powers started to detonate nuclear 
weaponry, but rather when humanity demonstrated collectively the ability to manage this through 
means of international law.

However, neither is the collective will of people shown in a stratigraphic marker nor was the 
decrease of atmospheric nuclear tests the result of the 1963 Partial Test Ban Treaty. On the con-
trary, different interpretations suggest that the Treaty itself resulted from the fact that the three 
nuclear powers of the time – USA, USSR and UK – by then had reached the technological level 
allowing them to reduce atmospheric nuclear tests, and to agree on an international treaty hamper-
ing other states from developing nuclear weapons to reach the same level (Andrassy, 1978; Mastny, 
2008).

By a fluke of timing, the publication of the Lewis and Maslin paper in Nature on 12 March 2015 
almost exactly coincided with a milestone in a recent legal case at the International Court of Justice 
(ICJ): the submission of the Memorandum by Marshall Islands against the UK, scheduled for 16 
March 2015 (ICJ, 2014a, 2014b). The case relates to accusation of all nuclear states for not fulfill-
ing their obligations with respect to the cessation of the nuclear arms race and to nuclear disarma-
ment (and the unique position of the UK as respondent is related to jurisdictional reasons under 
international law). Overall, however, this case is also a reminder that the prevention of future 
stratigraphic ‘bomb peaks’ is still aspiration, and not yet reality.

Lewis and Maslin (2015) observe that the date chosen to begin the Anthropocene will affect 
perceptions of the narrative of humans on, and affecting, the Earth. There is certainly some truth in 
this. Hence 1610 may be said to reflect colonialism and indeed genocide (http://avidly.lareviewof-
books.org/2015/03/22/the-inhuman-anthropocene/) and global trade expansion, while the use of 
their second choice, the atmospheric bomb spike of 1964 may symbolize control of great techno-
logical power and destructive potential.

We are aware of the narratives that may be built around the Anthropocene, and how these may 
be influenced by boundary choice. However, we suggest that the positioning of a stratigraphic 
boundary should simply be pragmatically and dispassionately chosen, by the same manner in 
which all earlier stratigraphic boundaries were chosen, to allow the most effective practical divi-
sion between what would then become (by definition) Anthropocene and pre-Anthropocene strata 
and history. Such a choice would, we consider, be the best guarantee that wider discussion is sol-
idly founded on the best factual basis available.

Discussion

The study of Lewis and Maslin (2015) is important in stimulating debate on a significant transi-
tion in Earth history, which has brought what is now being termed the Anthropocene world into 
being. However, the stratigraphic evidence for a ‘1610 Orbis event’ as an epoch-scale boundary 
is not compelling in our view. It is clear that interchange between the Americas and the rest of 
the world was an event of historic significance with global consequences. It is clear also that, 

 at NORTH DAKOTA STATE UNIV LIB on May 29, 2015anr.sagepub.comDownloaded from 

http://avidly.lareviewofbooks.org/2015/03/22/the-inhuman-anthropocene/
http://avidly.lareviewofbooks.org/2015/03/22/the-inhuman-anthropocene/
http://anr.sagepub.com/


8	 The Anthropocene Review ﻿

around this time, the world was beginning its trajectory towards its modern, largely fossil fuel-
powered, state of operation (Fischer-Kowalski et al., 2014). However, the historic significance 
is in itself insufficient to allow stratigraphic subdivision as effectively as may be done in the 
mid-20th century, where the energy use and impact are far greater (Figure 3) and their impacts 
unquestionably global.

With respect to 1964, the ‘Great Acceleration’ was already well under way, the beginnings 
of which, a little over a decade earlier, exhibit greater synchrony in the upward inflections of 
many physical and socio-economic trends and their respective stratigraphic signals, than at the 
proposed 1964 date (Steffen et al., 2007, 2015). Considerations of the symbolism of the Partial 
Test Ban Treaty, related to this peak, are understandable, but emphasis should be placed on the 
actual stratigraphic evidence in making the boundary selection process as pragmatic as possible. 
Hence, the beginning of the upsurge in bomb-produced radiocarbon recorded in such tree rings 
might form a plausible candidate GSSP to be compared with other potential GSSPs around this 
level.

The discussions of the Anthropocene Working Group are currently working towards defining 
the Anthropocene. The paper by Lewis and Maslin adds new perspectives and ideas to the debate, 
which will stimulate inquiry into the nature of Earth System change that saw the world change 
from its Holocene to its Anthropocene state, but we consider that their specific suggestions are not 
as stratigraphically effective as others that have been proposed. A suggestion to downgrade the 
Holocene from epoch to stage, shown in Option 2 of Lewis and Maslin’s Figure 1, is not realisti-
cally tenable, given that the term is fully ratified.

Author contributions
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Figure 3.  Population and energy use over the last two millennia, modified from Fischer-Kowalski et al. 
(2014), showing the steep climb in energy use of the mid-20th century ‘Great Acceleration’. DEC = 
Domestic Energy Consumption.
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Perspectives and controversies

A transparent framework for 
defining the Anthropocene Epoch

Simon L Lewis1,2 and Mark A Maslin1 

Abstract
Lewis and Maslin (2015) applied modern geological requirements to a systematic search for 
evidence of markers that could be used to define a new geological time unit, the Anthropocene 
Epoch. These must include (1) a near-permanent change to the Earth System that sets it on to a 
new trajectory and (2) global changes to the Earth System recorded in a number of stratigraphic 
deposits worldwide to provide a correlative boundary event or marker called a Global Stratotype 
Section & Point (GSSP) or ‘golden spike’. Using this framework Lewis and Maslin conclude that just 
two time periods likely adhere to the criteria. These are the irreversible cross-ocean exchange of 
species alongside the globally synchronous coolest part of the ‘Little Ice Age’ in the 17th century, 
marked by the 1610 minima of CO2 (Orbis Spike), or the accelerating atmospheric, oceanic 
and terrestrial changes in the second half of the 20th century, conveniently marked by the 1964 
peak radionuclide fallout (Bomb Spike). Two recent responses by members of the Anthropocene 
Working Group (Zalasiewicz, 2015a, 2015b) to Lewis and Maslin (2015) do not dispute the GSSP 
framework, nor that these are the only two time periods that minimally fit the requirements for 
a new epoch. Instead they question our selection of two specific 1610 and 1964 GSSP primary 
markers. We respond to their misconceptions and misunderstandings about geological criteria 
and relevant evidence required to define a GSSP. Our primary goal, however, is to present a 
framework to assist the scientific community in objectively and transparently arriving at a robust 
selection of a GSSP and correlated markers to define the Anthropocene Epoch.

Keywords
Anthropocene, Colombian Exchange, Earth System, fossil pollen, global environmental change, 
golden spikes, Great Acceleration, nuclear, paradigm shift, phytolith

Introduction

The concept and term ‘Anthropocene’ has been used with increasing frequency over the last dec-
ade. Since the year 2000 the most commonly used definition of the Anthropocene was that it began 
in the year 1800 (Crutzen, 2002; Crutzen and Stoermer, 2000; Steffen et al., 2011; Zalasiewicz et 
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al., 2011a). This date, coincident with the early part of the Industrial Revolution, marks an impor-
tant moment in human history with eventual global-scale environmental impacts, yet it is not con-
sistent with the geological norms used to define a geological epoch (Gradstein et al., 2012; Smith 
et al., 2014). Epochs within the Phanerozoic, the last 541 million years, are today defined using a 
Global Stratotype Section & Point (GSSP), alongside correlated changes in stratigraphic deposits 
worldwide, to indicate a fundamental change to Earth’s state in the time before compared with the 
time after the marker-event (Gradstein et al., 2012; Smith et al., 2014). That is, a dated globally 
correlated marker is selected within the long-term change of the Earth from one state to another. 
The temporal longevity of a typical epoch is on the order of millions of years, and the before-and-
after differences may take tens or hundreds of thousand years to complete. Such globally distrib-
uted markers do not exist near 1800 (Lewis and Maslin, 2015; Zalasiewicz et al., 2015c). Thus, we 
reasoned that if a GSSP and correlated markers exist, then they should be chosen to define the 
Anthropocene Epoch, and therefore its inception.

In 2013 we could find no published comparison of potential GSSP markers with which to for-
mally define an Anthopocene Epoch. At that time there seemed relatively little interest in GSSPs. 
So with the encouragement of colleagues we worked on a review and submitted it to Nature on 26 
March 2014. After extensive reviews over almost 10 months, with four reviewers of whom at least 
one was a member of the Anthropocene Working Group (AWG1), the paper was accepted on 12 
January 2015 (Lewis and Maslin, 2015). We concluded two dates did likely minimally adhere to 
the GSSP criteria to define the Anthropocene: 1610 and 1964. Unbeknown to us, on the same day, 
the majority of the members of the AWG also published a paper discussing how to define the 
Anthropocene (Zalasiewicz et al., 2015c). They recommended that the Anthropocene should not be 
defined using a GSSP, but instead by a date chosen by the AWG. However, instead of 1800 they 
chose 1945 (technically a Global Standard Stratigraphic Age, GSSA, usually reserved for geologi-
cal time units >541 million years ago; see Gradstein et al., 2012; Smith et al., 2014). This was a 
landmark paper for the AWG, as it was the first peer-reviewed paper authored by the majority of 
the group, and garnered much publicity (e.g. Zalasiewicz and Williams, 2015).

An almost identical group of members of the AWG who published the paper recommending a 
1945 GSSA (Zalasiewicz et al., 2015c) have then published two responses to Lewis and Maslin 
(2015), one in Nature (Zalasiewicz et al., 2015b), and one in this journal (Zalasiewicz et al., 2015a). 
We note that AWG members chose not to submit a comment to Nature which would have been 
peer-reviewed, but instead chose to write to the non-peer-reviewed correspondence section of 
Nature (Zalasiewicz et al., 2015b). The second response (Zalasiewicz et al., 2015a), submitted to 
the Perspectives and Controversies section of this journal, likewise avoided formal peer review.

In response to these three AWG papers (Zalasiewicz et al., 2015a, 2015b, 2015c), we emphasise 
the need for a transparent framework to objectively assess the existing evidence relevant to a geo-
logical definition of the Anthropocene, objective assessments of what further evidence should be 
sought, and transparent methods to prioritise differing evidence. After stating our framework and 
its logic we then deal with outstanding specific criticisms in Zalasiewicz et al. (2015a, 2015b).

In this paper we proceed in five parts. First, we discuss why scientists should define the 
Anthropocene, as understanding the reasons may help with the formal definition. Second, we 
describe how geologists divide time, which is via GSSP requirements, as this also assists in set-
ting a framework for formally defining the Anthropocene Epoch. Third we describe a two-step 
process of defining the Anthropocene, for any body of evidence. Fourth, we address the errors and 
misunderstandings in the AWG responses to the two time periods (Orbis and Great Acceleration) 
and potential GSSPs (CO2 in glacier ice and 14C in tree rings) we highlighted in Lewis and Maslin 
(2015) as promising inception dates for the Anthropocene, alongside their genuine limitations as 
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marker-events. Fifth, we briefly response to Zalasiewicz et al. (2015a) regarding human narra-
tives and the Anthropocene. Taken together we hope this paper assists researchers in moving 
towards an objective, transparent assessment of the evidence from which to recommend a formal 
definition of the Anthropocene, including a start date.

Why define the Anthropocene?

One key reason why it is desirable to agree a definition for the Anthropocene Epoch, whether for-
mally ratified by the geological community or not, is because clear and precise definitions aid 
understanding. Surprisingly, a recent paper argued that scientists should deliberately leave the 
Anthropocene undefined (Ruddiman et al., 2015). Applied broadly, this route leads to obscurantism 
and confusion and should be avoided. However, we recognise that differing definitions may be rel-
evant to differing disciplines, particularly outside the physical sciences (Maslin and Lewis, 2015).

Additionally, the likely key reason why geologists should set a formal definition of the 
Anthropocene Epoch is the integrity and internal consistency of the Geologic Time Scale (GTS). 
Geologists have uncovered the major events of Earth’s 4.6 billion year history, dividing this history 
into a hierarchical series of ever-finer units, with stages nested with epochs, nested within periods, 
nested within eras, nested within eons (Gradstein et al., 2012). Divisions represent changes in the 
functioning of Earth as a system and the concomitant changes in the identity, abundance and com-
position of the resident life-forms. Larger differences result in classifications at higher unit-levels. 
The question, in terms of the GTS, is whether human activity has altered the Earth as a system, 
with permanent or extremely long-lived impacts, to such an extent that defining a unit of geologi-
cal time is logically obvious. A strict adherence to the previously defined norms of defining epochs 
and other higher units is thus necessary to ensure that the categorisation of Earth’s history is con-
sistent across time. Furthermore, given the clearly contentious nature of the idea of the Anthropocene, 
strict adherence to the requirements generated before the modern usage of the Anthropocene term 
at the turn of this century, provides a relatively clear and objective geological test of the impact of 
the human activity on the Earth and its future trajectory. The alternative is to argue that the time 
closest to the present day within the GTS is somehow in need of exceptions to agreed norms. This 
would obviously present challenges to the process of defining the Anthropocene as any definition 
would be open to easy criticism that the process is biased and ideologically driven (see Maslin and 
Lewis, 2015, for this discussion).

Epochs within the Phanerozoic are defined by GSSPs

Formally, geological time units are defined by their lower boundary, that is, their beginning. New 
geological time units are defined by multiple stratigraphic records to delimit before-and-after 
major changes to the Earth as a system (Smith et al., 2014). These divisions represent differences 
to the functioning of the Earth as a system and the integrated changes manifest in the resident life-
forms. Boundaries are demarcated using a GSSP, or by an agreed date, termed a GSSA. Within the 
Phanerozoic Eon (meaning ‘revealed life’ that started 541 million years ago), epochs are defined 
by GSSPs and complemented by other correlated changes to the Earth System documented in other 
stratigraphic records (Gradstein et al., 2012; Smith et al., 2014). A recent review of GSSPs states 
as its first major conclusion: ‘GSSPs are currently the internationally agreed method of fixing the 
definitions of stage [and therefore epoch] boundaries in rock sections’. It further notes, ‘[t]he ulti-
mate aim of the GSSP project is to define a complete and globally correlatable set of lower bounda-
ries for all stages of the Phanerozoic’ (Smith et al., 2014).
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The usual GSSP selection limitations are largely absent when considering the Anthropocene, as 
ice cores, marine sediments and other recent records will likely consist of adequate continuous 
sedimentation, be accurately dated, and several records spanning the globe are likely to exist (see 
limitations in Smith et al., 2014). Furthermore, GSSPs need not rely on biostratigraphic (fossil) 
evidence (Smith et al., 2014; the Holocene Epoch is defined without reference to fossils). Thus, 
there is no practical impediment to defining the Anthropocene the usual way any other epoch 
would be defined – by a GSSP and correlated stratigraphic markers. Specifically, a proposed GSSP 
must have (1) a principal correlation event (the marker), (2) other secondary markers (auxiliary 
stratotypes), (3) demonstrated regional and global correlation, (4) complete continuous sedimenta-
tion with adequate thickness above and below the marker, (5) an exact location – latitude, longi-
tude and height/depth – because a GSSP can be located at only one place on Earth, (6) be accessible, 
and (7) have provisions for GSSP conservation and protection (Gradstein et al., 2012; but also see 
Smith et al., 2014 for further details).

One further practical argument against the use of a GSSA date chosen by committee is that 
any date may be challenged as being arbitrary and politically motivated (Lewis and Maslin, 
2015; Maslin and Lewis, 2015). It is clear that the Industrial Revolution is a key event in human 
history. But which date should be chosen: 1760, 1800, 1850? Similarly for the Great Acceleration: 
1945, 1950 or later? Furthermore, important events always have precursor events. When should 
the tracing of dates back from an actual geologically recorded environmental change stop? 
Watt’s refinement of the steam engine? The first prototype working steam engine? Or the first 
use of coal for cooking or heating? The inevitable arbitrariness in a small group choosing a date 
is much less likely to be widely accepted compared with a well-justified and evidenced GSSP 
and correlated stratigraphic data. Data and weight of evidence should define the Anthropocene 
Epoch.

A framework for defining the Anthropocene Epoch

Our framework is designed to assess all relevant evidence using a transparent and rational 
approach to assess the potential selection of a GSSP and correlated secondary markers to define 
the Anthropocene Epoch. It is in two parts: (1) screen the geological evidence against the geo-
logical requirements for defining an epoch to assess the evidence that we are in a new epoch, 
including support for different GSSPs and associated globally correlated markers; then (2) com-
pare those time periods that minimally fit the requirements for a Anthropocene Epoch GSSP 
against a set of objective, specified, relevant and agreed-upon criteria to enable the selection of 
one time period and GSSP from the group of time periods that minimally fit the GSSP require-
ments. Lewis and Maslin (2015) undertook part one, but did not comment on part two stating 
only ‘[w]e hope that identifying a limited number of possible events and GSSP markers may 
assist in focusing research efforts to select a robust GSSP alongside a series of auxiliary strato-
types’. We can only begin the second part here, but suggest it is the role of the AWG to obtain 
consensus on the criteria.

We use the example of the Holocene Epoch, as it is instructive in terms of defining an 
Anthropocene Epoch. It was only recently ratified and so follows the newer understanding and 
recommendations of global correlation among multiple markers, and does not focus solely on 
biostratigraphic records (Smith et al., 2014; Walker et al., 2009). The transition from the glacial 
to interglacial was long, with surface air temperature rising for ~8000 years. Within this period 
of change one much shorter time period had to be chosen within which to place the boundary. An 
anomalous short-term abrupt change in temperature, which is superimposed on the long-term 
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trend was chosen, because short-term abrupt changes to the Earth System provide the best global 
correlations in stratigraphic material. Thus, having documented the Earth System change (gla-
cial to interglacial planetary conditions), the selected time period within that long change was at 
the beginning of a rapid near-global temperature rise following the end of an anomalously cool 
period. That is, a brief time period with high correlation potential was chosen. Finally, the GSSP 
was selected, an inflection of 2H excess (deuterium) in a Greenland ice core, because it is the 
most direct indicator of the abrupt change at that time (specifically sea surface temperature). 
Though Zalasiewicz et al. (2015b) claim that a GSSP should document changes larger than the 
variability of the prior epoch, this is not the case for the Holocene Epoch as the changes in 2H 
excess are well within the changes documented within the prior Pleistocene Epoch (cf. Walker 
et al., 2009; Solomon et al., 2007: figure 6.2). The Holocene ice-core GSSP is then comple-
mented by changes in sediments from four lakes (Germany, Canada, Japan, Australia), mostly 
documenting changes in pollen counts, and one oceanic record (off Venezuela) mostly docu-
menting chemical changes (Walker et al., 2009).

The ratified Holocene Epoch GSSP by Walker et al. (2009) provides an excellent template for 
defining the Anthropocene Epoch, with the key points being (1) a small but clear transition within 
a very long-term change is all that is required for the boundary placement, and (2) points of inflec-
tion in stratigraphic data where the Earth System undergoes a short-term rapid change can provide 
good markers within overall longer-term and larger trends marking the transition of Earth from one 
state to another, and (3) only a small number of stratigraphic records, showing consistent changes, 
are required (six for the Holocene). Although, it is worth noting that the Holocene GSSP occurs 
towards the end of the long increase in surface air temperature. By comparison the Anthropocene 
Epoch is not being discussed in the same way – the implicit argument of all work seeking to define 
the Anthropocene Epoch is that the boundary is placed at the beginning of the long-term change 
that humans are exerting on the Earth System and its trajectory.

Defining the Anthropocene framework, part I: Screen data against 
GSSP requirements

The increasing variety and magnitude of impacts of human activity on the Earth System, some of 
which are schematically represented in Figure 1, require a boundary to be selected. To do this the 
first part of our framework compares the geological requirements for defining an epoch, moving 
forward through time to assess each time period, as presented in Lewis and Maslin (2015). 
Essentially, this is a systematic search for some near-permanent change to the Earth System (as 
epochs typically last millions of years) coupled with widespread correlated environmental changes 
that are documented in stratigraphic deposits that collectively indicate a change to the Earth System 
to provide a globally correlated boundary marker. We note no criticism of this approach in 
Zalasiewicz et al. (2015a, 2015b).

Lewis and Maslin (2015) concluded from this search that the impacts of the hunter-gatherers on 
Earth’s Megafauna (>10,000 BP), the impacts of early farming (~11,000 BP), the impacts of wide-
spread farming (~5000 BP) and the impacts of the early Industrial Revolution (~1800 ce) did not 
meet these requirements. Again, we note no criticism from the AWG members that we conclude 
that each of these time periods did not co-occur with near-permanent changes to the Earth System, 
and changes to the Earth System documented in several stratigraphic deposits worldwide. We fur-
ther concluded that two time periods, (1) the time following the post-1492  collision of the Old and 
New Worlds leading to the irreversible exchange of species across continents and ocean basins 
alongside the globally synchronous coolest part of the ‘Little Ice Age’ in the 17th century captured 
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in stratigraphic deposits worldwide (Orbis Hypothesis; ~1600 onwards), and (2) the accelerating 
global atmospheric, oceanic and terrestrial changes in the second half of the 20th century captured 
in stratigraphic deposits worldwide (Great Acceleration; ~1950 onwards) both likely adhere to the 

Figure 1.  Schematic figure showing the varied and increasing impacts of human activity on the Earth 
System. Within this long-term change of Earth from one state to another a specific event or date is 
required to be selected to mark the beginning of the Anthropocene. In contrast to other geological time 
units the final state of Earth is not known. EAH = Early Anthropogenic Hypothesis.
Source: Adapted, expanded and scaled appropriately from Ruddiman et al. (2015), with three possible GSSP markers 
reported in Lewis and Maslin (2015).
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requirements to define the Anthropocene Epoch using GSSP criteria. We also concluded a broader 
point, that if the requirements for defining the Anthropocene Epoch are a GSSP with global cor-
relation and dated to within a few years or decades, then only those changes associated with well-
mixed atmospheric gases can provide such globally correlated signals. Thus, overall, there is 
evidence that a strict assessment of the evidence compared with the GSSP requirements leads us to 
the conclusion that a formal definition of the Anthropocene is possible, beginning at one of two 
possible events/time periods.

Our selection of the 1610 GSSP followed the following logic. The long-term change to the 
Earth’s trajectory is the irreversible cross-continental movement of species, and between discon-
nected oceans, for example, seen as maize fossil pollen at ~1600 in a European marine sediment 
(Mercuri et al., 2012). This Colombian Exchange is well known and provides much stratigraphic, 
archeological and modern material globally (Crosby, 2003; Diamond, 1997; Mann, 2011; Figure 2). 
However, newer GSSP requirements state that biostratigraphic markers should not be used as the 
primary GSSP marker, so we chose, identically to the Holocene Epoch GSSP, the parameter in a 
stratigraphic deposit that most closely allies to the phenomena that is changing the Earth System at 
that time. For the 17th century period, the likely cause, in part, is the major human population 
decrease due to the arrival of Europeans in the Americas which killed ~50 million people, mostly 
via the arrival of the smallpox virus as part of the Colombian Exchange, resulting in the recovery of 
abandoned farmland to its original vegetation thereby removing 7–14 Pg C from the atmosphere 
over a few decades, which is captured in a 7–10 ppm decrease in CO2 measured in the 

Figure 2.  The Colombian Exchange describes the global transfer of crops, domesticated animals, diseases 
and human commensals between the Old and New Worlds following the arrival of Europeans in the 
Americas after 1492 and subsequently developed global circuits of trade. The transformation of human 
diets was a major change in human history.
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highest-resolution Antarctic ice cores (Dull et al., 2010; Lewis and Maslin, 2015, and references 
therein; Nevle et al., 2011). Thus, we selected the minima of CO2 at 1610, captured in the Law 
Dome ice core to mark a possible beginning of the Anthropocene (Figure 3). Other globally corre-
lated changes, captured in stratigraphic deposits, flow from the change in radiative forcing caused 
by the change in CO2 (e.g. δ18O in speleothems in Chinese caves; Wang et al., 2005). Practically, a 
1610 GSSP marks both the irreversible mixing of once-separate biotas setting Earth on a new trajec-
tory and Earth’s last globally synchronous cool period before the onset of the long-term warmth of 
the Anthropocene.

Despite many questions about the Orbis Hypothesis in Zalasiewicz et al. (2015a) the authors do 
not dispute that species crossed continents and ocean basins, in an essentially permanent change to 
Earth (see Zalasiewicz et al., 2015a: figure 2). Additionally, the authors also agree that the globally 
synchronous cool period between 1594 and 1677 was captured in a variety of geological deposits 
(Neukom et al., 2014). Zalasiewicz et al. (2015a, 2015b) instead note that the drop in atmospheric 
CO2 with a minima at 1610 is ‘not outside the range of natural Holocene variability’, thereby 
excluding it as a marker. As discussed above, this criticism is easily dismissed as the Holocene 
Epoch GSSP is defined by and located at an inflection of 2H (deuterium) excess which that falls 
well within the range documented within the prior epoch, the Pleistocene (cf. Solomon et al., 2007; 
figure 6.3; Walker et al., 2009). We emphasise that GSSP primary markers selected to be bounda-
ries of geological time units may be modest compared with the changes occurring to the Earth at 
that time or when compared with the changes before and after the boundary event, as noted by 
others, for example, see Zalasiewicz and Williams (2014). Thus, despite the criticism of Zalasiewicz 
et al. (2015a, 2015b), a 1610 boundary adheres to the GSSP criteria for defining an Anthropocene 
Epoch.

Objectively selecting a boundary for the Great Acceleration is challenging, as it has occurred 
via varied environmental changes associated with increasing land-use change, mostly in the trop-
ics, increasing numbers of people utilising fossil fuels, directly and indirectly via increased con-
sumption of material goods, and other changes, as shown in the data collation by Steffen et al., 
(2015; also shown here in Figure 4). In Lewis and Maslin (2015), like Zalasiewicz et al. (2015c), 
we selected a globally widespread marker, radionuclide fallout. This signal can be interpreted as 
the equivalent of a major human-created ‘volcanic eruption’ that merely coincides with the Great 
Acceleration, but probably gives the best global correlative potential because of the global fallout. 
For this signal we selected 14C in tree rings from the temperate zone because annual rings give an 
unambiguous annually dated marker, and despite the 14C half-life (5730 years) the marker can eas-
ily be used by many generations of scientists. We chose the peak in fallout based on generic con-
siderations: (1) earliest detectable dates reflects detection technologies, which change over time 
and affect correlatability; (2) detecting small changes at the earliest detectable date are more likely 
influenced by natural geochemical background levels; (3) signal decay will affect earliest dates 
more than peak values (Lewis and Maslin, 2015). Zalasiewicz et al. (2015a, 2015b) do not disagree 
that the Great Acceleration is a possible beginning of the Anthropocene, but that the first detection 
of the radionuclide marker ought to be used. We respond that misunderstanding of the GSSP evi-
dence in section ‘1964 CE Bomb Spike GSSP proposal’ below. Regardless of that debate, there is 
no dispute that the Great Acceleration, including radionuclide fallout, adheres to GSSP criteria to 
mark the inception of the Anthropocene. 

Other choices are certainly possible for the primary marker within each of the two time periods, 
switching the 1610 CO2 drop in an Antarctic ice-core, or the 1964 14C peak in European tree rings, 
to become secondary markers, but such choices must be evidence-based following a clear logic 
outlined for the selection of primary GSSP markers.
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Defining the Anthropocene framework, part II: Select a specific 
time period/event

Lewis and Maslin (2015) highlighted that it is difficult to objectively select between the Orbis 
or Great Acceleration GSSP proposals without further research. More generally, some process 
is required to select between any two or more time periods/events that fit GSSP requirements. 
What is required is a second part of a framework for defining the Anthropocene: transparent 
and objective criteria with which to compare events/time periods and relevant markers to assess 
which, if any, may be considered clearly preferable. In Zalasiewicz et al. (2015c) the AWG 
members suggest that the Great Acceleration is ‘optimal’ stratigraphically, yet unfortunately 
nowhere do they define ‘optimal’. We suggest it ought to be a task of the AWG to establish the 
criteria from which to transparently and objectively compare differing evidence. Here we begin 
that process.

To fully comply with GSSP requirements more research than that presented in Lewis and Maslin 
(2015) is required. We propose four possible criteria to potentially distinguish the Orbis Hypothesis, 
Great Acceleration, and any others that we may have missed in our evidence review.

1.	 Are there at least six stratigraphic deposits spanning the low-, mid- and high-latitudes, 
Northern and Southern Hemispheres, and from terrestrial, marine and polar environments, 
showing globally correlated changes? (Following the example of the Holocene Epoch 
GSSP ratified proposal, Walker et al., 2009.)

2.	 Are each of these six or more stratigraphic deposits stratigraphically complete, that is with 
adequate thickness before and after the event, and show no obvious hiatuses across the 
boundary? (Following the most important criticism of utilising GSSPs for boundaries: 
incompleteness of records, see Smith et al., 2014.)

Figure 4.  Data representing the Great Acceleration plus superimposed 1964 peak in radionuclide fallout.
Source: All data from Steffen et al. (2015) were normalised, right axis. Radiocarbon from nuclear weapons testing, rela-
tive to an international standard, from Rakowski et al. (2013), left axis.
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3.	 Are each of these six stratigraphic deposits preserved and accessible to researchers? 
(Following a second criticism of some past GSSP decisions; Smith et al., 2014.)

4.	 Select the boundary that includes the clearest long-term change that is near-permanent on 
the scale of millions of years (to identify changes on geological timescales relevant to 
epochs).

While the Earth System changes in the 17th century are obviously smaller than those in the late 
20th century we suspect both the Orbis and Great Acceleration time periods will likely pass all of 
these criteria. One possible exception to this is the correlation in marine environments, as sedi-
ments take time to settle, so these may not have adequate thickness after the mid- to late-20th 
century. This may then exclude the Great Acceleration as a possible beginning of the Anthropocene 
Epoch, as global correlation would be lacking. This requires more investigation. We suspect the 
only long-term changes that are near-permanent on the scale of millions of years are species extinc-
tions (not usually used as GSSP markers) and the cross-continental and cross-ocean basin move-
ment of species (analogous to new species) and resulting new hybrid species (Thomas, 2013; often 
used as GSSP markers, see Smith et al., 2014).

One way of choosing between any two or more qualifying and very close, in geological time, 
time periods is to return to the question of what the ‘signal’ a boundary such as the beginning of the 
Anthropocene Epoch is attempting to illustrate. If the view is that human activity represents a force 
of nature, similar to other forces of nature, such as meteorite strikes, plate tectonic changes or 
abrupt climate change via sustained volcanic eruptions, and it is this that is driving Earth to a new 
state, then the signal is the impact of human activity on the Earth System once it reaches a global 
level. Thus the first time period/event that adheres to GSSP requirements should be used as this 
captures the complete human signal from an Earth System perspective. We therefore strongly 
believe that the first change that fits the criteria of a GSSP definition of a geological time unit 
should be chosen.

Another approach is to choose the appropriate time period on ‘practicality’, a rarely defined 
term, but often meaning better correlation potential. If this is the case – choosing amongst events 
with global correlation – then all potential time periods should be appraised on an identical basis 
to assess which has the better correlation potential. However, while correlation is essential in deep-
time to match markers, for the near past an emphasis on practicality is itself of limited practical use. 
Given today’s high-resolution dating techniques and the nearness in the past of both the 17th and 
20th centuries such correlative exercises are rarely needed. Scientists will date their stratigraphic 
record, or use the scientific literature to correlate against local or regional events. They are unlikely 
to use a GSSP marker for correlation. The desire to improve the dating of sediment over the last 
decades or few hundred years is not itself an important reason to define the Anthropocene.

Other additional criteria to those we outline could be used, for example, selecting a boundary that 
fits the GSSP requirements but best fits a profound historical turning point in human history. 
Whichever criteria are used to distinguish events/time periods that each meet the global correlation 
and long-term change requirements must, in our view, be specified and published for community 
discussion.

1610 ce Orbis Spike proposed GSSP

The 1610 Orbis proposal is based on a long-term change to the Earth, due to the irreversible 
exchange of species across continents and ocean basins following the arrival of Europeans in the 
Americas and subsequent globalisation of trade (Crosby, 2003; Mann, 2011; Pomeranz, 2000). The 
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key change is the two-way transfer of crop and domesticated animal species and later the establish-
ment of naturalised and new hybrid species (Figure 2). This is geologically unprecedented, and the 
evolutionary legacy of these species movements unambiguously sets the Earth on a new trajectory. 
The evolutionary consequences of these changes will be one of the few clearly visible changes to 
Earth over the typical timescale of an epoch of millions of years that can be recorded today.

However, Zalasiewicz et al. (2015b) suggest that the ‘global biostratigraphic signal from the 
colonizing of the Americas remains incompletely documented’, and we agree that more research is 
needed to document the first occurrence of fossil pollen and/or phytoliths or other long-lived fos-
silised plant remains on a new continent. Yet, we consider that this holds great potential, in the 
same way that new species have been used to recognise other transitions from one epoch to another. 
These crop movements are human-caused, near-permanent and geologically unprecedented. For 
example, after ~1600 maize pollen is found in at least 70 marine and lake sediments in Europe 
(from the European Pollen database, see Lewis and Maslin, 2015). Similarly, the arrival of cassava/
manioc in Africa and banana in the Americas, both likely indicated by the presence of phytoliths, 
should provide further stratigraphic evidence, as does the later arrival of wheat in North America. 
Following modern advice we do not suggest maize arrival in Europe as the primary GSSP because, 
like all biostratigraphic markers, the near-global appearance of a new species is always diachro-
nous (Gradstein et al., 2012; Smith et al., 2014). Lewis and Maslin (2015) proposed a new approach 
to investigating and documenting one of only a few identified human-induced changes to the Earth 
System that places it onto a permanently new trajectory. More research will be required to fulfil its 
potential.

Zalasiewicz et al. (2015b) suggest the global atmospheric CO2 decline does not match the 
Americas’ population decline, as some of the population loss continues until 1650, therefore the 
decline in CO2 should continue until at least then, ‘which is not seen in the ice core data’. Both the 
Law Dome and WAIS ice cores in fact show a CO2 decline from ~1550 to beyond 1650 (Figure 
3A). The difference between the two is the superimposed ‘extra’ 3 ppm on the Law Dome core 
(hence reports of 7–10 ppm declines; Ahn et al., 2012). Zalasiewicz et al. (2015b) also note that as 
atmospheric CO2 integrates global changes in population and land cover, the CO2 minima would 
occur after 1610. Considering the data in Figure 3(A), the WAIS data conform to a later minima, 
as does the Law Dome data, aside from the superimposed ‘extra’ 3 ppm drop centred on 1610.  
Zalasiewicz et al. (2015b) also suggest the decline may be caused by ocean circulation changes. 
However, changes in δ13C–CO2 in the high-resolution Antarctic WAIS ice-core indicate that the 
land and not the oceans are the main driver of atmospheric CO2 over the period 755–1850, as do 
other δ13C–CO2 records (Bauska et al., 2015). This land carbon uptake pattern is in line with global 
population and the carbon impacts from the resultant land-use change over the period 1500–1650 
(Bauska et al., 2015; Kaplan et al., 2011). In Figure 3 we add relevant data showing the coincident 
Americas population reduction, decline in fire frequency and/or intensity, modelled land-cover 
change, increase in land carbon storage and resulting decline in atmospheric CO2 (i.e. each step 
from population reduction to CO2 decline). It is therefore difficult to construct an alternative plau-
sible scenario to explain the CO2 drop without, at least in part, invoking human activity.

Finally, Zalasiewicz et al. (2015b) suggest that the global temperature change at the coolest part 
of the ‘Little Ice Age’ may not provide stratigraphic markers, but Lewis and Maslin (2015) listed 
11 different candidate stratigraphic records. A number of correlated changes can be seen in Figure 
3, alongside the coincident Huaynaputina eruption, itself recorded globally, showing this concern 
is unfounded (space precludes showing more in this paper such as speleothem δ18O in China, e.g. 
Wang et al., 2005; and see references in Lewis and Maslin, 2015).
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While the case for human activity being at least a contributory factor in the 7–10 ppm decline 
in CO2 is fairly clear, a better primary GSSP marker may now be available from more recent 
research. The record of δ13C–CO2 from the WAIS Antarctic ice-core becomes less negative, 
implying a steep increase in land carbon uptake beginning at ~1500 and ending at ~1610 ce 
(Bauska et al., 2015). This may improve upon CO2 as the primary GSSP marker as it is more 
directly related to the uptake of carbon on land. An additional reason for favouring the δ13C–CO2 
record is the currently unexplained difference between the two high-resolution Antarctic ice core 
CO2 records (Figure 3A). It was previously considered that the Law Dome record was of higher 
resolution, hence explaining the discrepancy between the Law Dome and WAIS cores, as noted in 
Ahn et al. (2012); this motivated our choice of GSSP. However, newer results suggest that both 
ice cores have similar resolution (Mitchell et al., 2015). Thus while both show an abrupt decrease 
of ~7 ppm beginning after 1550, the Law Dome presents a further superimposed 3 ppm CO2 drop 
at 1610, whereas the WAIS core shows a continuing decline but lacks this feature (Figure 3A). 
Additional measurements are currently required to ascertain why this 3 ppm difference occurs in 
one core, and not the other, at that time (S Marcott, L Mitchell and T Bauska, personal communi-
cation, May 2015).

To summarise, given the major changes to the Earth System after 1610, including near-perma-
nent changes following the Colombian Exchange, and all the changes associated with the 
Industrial Revolution, and that no clearly discernable permanent global change to the Earth 
System is clearly documented prior to this date, 1610 is a reasonable potential GSSP boundary for 
the Anthropocene. Concerns that the signal is small compared with the entire change from 
Holocene to Anthropocene are based on a misunderstanding of GSSP boundary markers, while 
concerns that human activity may not have been at least a partial driver are unfounded (and a 
surprising argument given Zalasiewicz et al., 2011a state that the cause of any change, in their 
view, is irrelevant to its use as a marker of change), and queries about the number of other cor-
related markers are misplaced. However, much more work is clearly required to fully document 
the stratigraphic legacy of the Colombian Exchange and the homogenisation of Earth’s biota.

1964 CE Bomb Spike proposed GSSP

The conditions of the atmosphere, oceans and land-surface in the latter half of the 20th century 
suggest a likely departure from the bounds of variability within the current interglacial (e.g. Stocker 
et al., 2013). Some of these conditions represent very long-lived changes of geological import, 
including accelerated species movement among continents, the delay of the next glacial inception, 
and the legacy of nuclear explosions. Lewis and Maslin (2015) selected as a potential primary 
GSSP marker the 1964 peak in radionuclide fallout, specifically 14C in temperate tree rings, as this 
event has global correlation, can be dated to an unambiguously annual resolution, and provides the 
best correlation potential with other radionuclide species.

First, Zalasiewicz et al. (2015a, 2015b) disagree with the suggestion that the peak radionuclide 
can be used as a GSSP marker stating, ‘it is more conventional, and usually more practical in terms 
of worldwide correlation, to place a boundary based on chemical or isotopic excursion at the begin-
ning, rather than at the peak, of such a major geochemical change in strata’. Hence they argue that 
a GSSP defined boundary should be placed at the beginning of the excursion, which defines the 
‘golden spike’, instead of the suggested peak in radionuclide fallout. However, this is an incorrect 
interpretation of the two deep-time examples they give, and is false when considering more recent 
‘non-deep time’ GSSP ratifications.
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The first example they give is the base of the Cenozoic Era, Paleogene Period, Paleocene 
Epoch and Danian Stage which is defined at the reddish layer at the base of the ~50 cm thick, 
dark boundary clay in a tributary of the Oued Djerfane, west of El Kef, Tunisia, where it coin-
cides with the Iridium Anomaly fallout from a major asteroid impact (http://www.stratigraphy.
org/GSSP/Danian.html). The boundary is defined by the red clay layer which contains the 
iridium peak, not the start of the rise in iridium as Zalasiewicz et al. (2015a, 2015b, 2015c) 
claim. Their second example is the base of the Eocene Epoch and Ypresian Stage, which is 
defined in the Dababiya Section, near Luxor, Egypt, at the base of a lithostratigraphic unit 
where the initiation of the Carbon Isotope Excursion is recorded (http://www.stratigraphy.org/
GSSP/Ypresian.html). In fact it is the base of the lithostratigraphic unit that contains the carbon 
isotope excursion, not the start of the excursion itself that defines the epoch, as Zalasiewicz et 
al. (2015a, 2015b) claim.

If we then move to the definition of the Quaternary Period, Pleistocene Epoch and Gelasian 
Stage then this boundary is defined as the top of a sapropel called MPRS 250 (http://www.stratig-
raphy.org/GSSP/Gelasian.html) which is found in the Monte San Nicola Section located on the 
southern coast of Sicily (Italy). A sapropel is a dark organic-rich layer found in marine sediments, 
due to a reduction in the oxygen content of the bottom waters. Sapropels are common within 
Mediterranean marine sediments. The Monte San Nicola sapropel MPRS 250 GSSP is dated at 
2.588 Ma and occurs close to the end of a prolonged cooling interval which led to the onset of 
Northern Hemisphere glaciation (Maslin et al., 1998). The fact that this GSSP occurs in a warm 
stage (MIS103) has little overall consequence for the widely agreed concept of the Quaternary, 
namely the onset of major glaciation in the Plio–Pleistocene (Gibbard and Head, 2010). Again, the 
boundary is not marked by the beginning of an excursion.

The Holocene Epoch GSSP, which is probably the best analogy to any Anthropocene GSSP, is 
defined as an inflection point, which shows the clearest signal of climatic warming in the North 
Atlantic region at the end of the Younger Dryas. Overall, the Zalasiewicz et al. (2015b) justification 
that the boundary of the Anthropocene is located at the start of the Bomb Spike radio-carbon excur-
sion is an incorrect interpretation of how GSSPs have been defined. There is no simple ‘conven-
tion’ in placing GSSP boundaries at the first sign of geochemical change in a stratigraphic deposit. 
Alternatively, if the Bomb Spike is viewed essentially as a human-induced ‘volcanic eruption’ the 
use of peak fallout has obvious precedent.

The real justification for Zalasiewicz et al. (2015b) not agreeing with using the 1964 peak radio-
nuclide fallout as a marker is because ‘the year 1964 is later than the near-synchronous upward 
inflections of many physical and socio-economic trends and their respective stratigraphic signals, 
which date to around 1950’, which for evidence they cite Zalasiewicz et al. (2015c) and Steffen et 
al. (2015). In Figure 4 we plot the normalised changes for all the physical, biological and socio-
economic trends reported in Steffen et al. (2015). It is unclear visually, in the absence of the Bomb 
Spike, exactly where a data-driven choice of Great Acceleration boundary should be placed. 
Regarding only those data-sources that derive from stratigraphic records (the five atmospheric 
records plus ocean acidification), it becomes even less clear, particularly as CO2 has been rising for 
~200 years, global air temperature did not increase in the 1950s and 1960s, and global temperature 
changes are often key drivers of other changes in stratigraphic deposits. Some clear stratigraphic 
data-driven procedure for defining the beginning of the Great Acceleration is likely necessary. 
Alternatively, as we state in Lewis and Maslin (2015), the radionuclide signal is not an Earth-
changing event, so either the beginning of the signal in the 1950s or the peak in 1964 is merely a 
coincidence. In our view the radionuclide fallout ought to be seen akin to a volcanic eruption, a 
short-term, global and therefore useful marker coincident with the Great Acceleration – but it 
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should be clearly noted that it lacks a causal relationship to the acceleration of changes to the Earth 
System in the second half of the 20th century.

Additionally, Zalasiewicz et al. (2015b) noted that: ‘living wood may not be universally 
accepted’ as a stratigraphic material. Crucially, the samples are composed of dead material. Trees 
in Europe exist from before 1945 so there is no difficulty in sampling them prior to the first nuclear 
explosion. They can be preserved for thousands of years suggesting they would be accepted just as 
glacier ice or ocean cores are now used (e.g. see Smith et al., 2014). Next Zalasiewicz et al. (2015b) 
state that the ‘excess radiocarbon signal is diachronous and inconsistent’, because the fallout in the 
Northern Hemisphere is generally in 1963–1964 and in the Southern Hemisphere in 1964–1965. 
This view contradicts the statements in Zalasiewicz et al. (2015c): ‘Some of these signals (e.g. the 
radionuclides) are in effect globally synchronous’. Furthermore, in the same paper they state, ‘we 
propose that the beginning of the nuclear age, that led to dispersal of artificial radionuclides world-
wide, may be adopted as an effective stratigraphic boundary in Earth history. These radioisotopes 
appear in ice at both poles and on all continents’. The ‘inconsistency’ noted in Zalasiewicz et al. 
(2015b), but not in Zalasiewicz et al. (2015c), is related to the possible lack of accurate correlation 
in extremely young marine sediments. We agree that if there is a lack of any correlation for 70% of 
the Earth’s surface this would likely mean that a Great Acceleration GSSP proposal could not be 
completed. However, other radionuclide species such as 239-Plutonium likely persist in marine 
sediments (Ketterer et al., 2004).

Surprisingly, Zalasiewicz et al. (2015b) state that marine sedimentary deposits are ‘the typical 
setting within which most, though not all, GSSPs are defined’. This statement is flatly false: almost 
all ratified primary GSSP markers are on ‘rocky outcrops’ (Smith et al., 2014: figures 2, 3 and 4). 
Finally, Zalasiewicz et al. (2015b) then suggest that other radionuclide species may be a better 
choice, based on a longer half-life. Lewis and Maslin (2015) suggested selecting these as second-
ary markers as they are likely to be less precisely dated than 14C in tree-rings (Fehn et al., 1986; 
Ketterer et al., 2004). To summarise, we see no compelling reason why the 1964 peak in radionu-
clide fallout as 14C in annual tree-rings should be discounted as a possible primary marker of a 
formal definition of an Anthropocene Epoch.

Human narratives

In a section at the end of Lewis and Maslin (2015) termed ‘The wider importance’, we discussed 
how the choice of either 1610 or 1964 may affect ‘the perception of human actions on the environ-
ment’. We did this only after completing a review of ‘anthropogenic signatures in the geological 
record against the formal requirements for the recognition of a new epoch’ as the abstract stated. 
Zalasiewicz et al. (2015b) assert that the social or political ‘arguments regarding nuclear weapons 
testing, and the related international treaties’ were a ‘key factor’ in our choice of the peak of 14C in 
temperate tree-rings as the beginning of the Anthropocene. We reject this. The reasoning behind 
our choice is clearly stated in Lewis and Maslin (2015) and repeated again, above. Moreover in 
Maslin and Lewis (2015) we restate the warning given by Lewis and Maslin (2015) that political 
and other societal considerations ideally should not be part of the decision-making process of 
defining any formal Anthropocene Epoch, or should be made explicit. Indeed, we noted that such 
considerations have been deeply problematic in the past, leading to the anomaly that the Holocene 
Epoch was ratified even though it does not differ in important ways from other Pleistocene inter-
glacials (until the impacts of human activity become apparent).

We are concerned that the AWG publications of Zalasiewicz et al. (2015a, 2015b, 2015c) includ-
ing the majority of the AWG members marks a change of approach from a facilitator role 
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encouraging the publication of Anthropocene-relevant material, to an advocacy group publicising 
certain ideas and attempting hasty dismissal of other ideas. We view this as perplexing and danger-
ous. Prior to Zalasiewicz et al. (2015c) the AWG had organised the publication of a special issue of 
Philosophical Transactions of the Royal Society A (Zalasiewicz et al., 2011b), and a Geological 
Society of London Special Publication (Waters et al., 2014). They contained 30 papers, some by 
AWG authors, some not, and no papers had more than four AWG members as authors. None of 
these publications could be viewed as the ‘voice’ of the AWG, unlike Zalasiewicz et al. (2015c) 
where the view of the AWG was made publically explicit (e.g. Zalasiewicz and Williams, 2015). 
The AWG was convened by the International Commission on Stratigraphy (ICS), like other bound-
ary working groups, to openly and without bias consider all the data and arguments and produce a 
view within a specified time period. The recent papers by members of the AGW would appear to 
have strayed away from this remit.

Downsides to a formal grouping of scientists adopting collective advocacy positions are well-
known and are described and explained by Realistic Group Conflict Theory, where out-groups are 
judged to differing criteria compared with the in-group (Baumeister and Vohs, 2007; Whitley and 
Kite, 2010). The rapid-fire responses (Zalasiewicz et al., 2015a, 2015b) to Lewis and Maslin (2015) 
appear in line with theoretical expectations from social psychology. Surprisingly, the in-group col-
lective opinion of the AWG, as presented by Zalasiewicz et al. (2015c), of a 1945 GSSA to begin the 
Anthropocene Epoch is actually far from the collective view of the AWG. Zalasiewicz and Williams 
(2015) stated: ‘26 of the 38 members on the panel agreed that July 16, 1945, the date of the world’s 
first nuclear test, is a “practical and effective” choice’ to begin the Anthropocene. By contrast, a poll 
of the AGW after the publication of Zalasiewicz et al. (2015c) but before Lewis and Maslin (2015), 
asked the question of when the Anthropocene began: only two members selected 1945, see Table 1. 
The publication of conclusions that only a small minority of the AWG appear to agree upon ought 
to be deeply concerning. This is evidence that the recent AWG publications are being judged to dif-
fering standards to others’ papers, in line with Realistic Group Conflict Theory.

To avoid these types of problems in the future we suggest the AWG return to operating along 
similar lines to other International Commission on Stratigraphy Boundary working groups and 
major scientific committees such as the Royal Society or National Academy of Sciences working 
groups, or the Intergovernmental Panel on Climate Change (IPCC). These collate the scientific 
evidence and publish definitive reports; they do not publish a commentary every time a group of 
scientists publish a paper that is not in line with their favoured hypothesis.

Conclusion

Scientists are in general agreement that we live in the Anthropocene, a human-dominated geologi-
cal time unit. One key question, as the Earth has been altered from a state of being unaffected by 

Table 1.  Results from poll of AWG members when asked when they considered the Anthropocene 
began conducted in early 2015 (Waters C, AWG secretary, personal communication, 21 April 2015).

No 
response

Diachronous 
boundary

Synchronous: 
unspecified

Synchronous: Palae-
oanthropocene

Synchronous: 
Industrial 
Revolution

Synchronous: 
mid-20th 
century

1945 
age

1945 or 
mid-century

No. 
votes

13 2 1 1 1 7* 2 4

Note: *additionally two members stated mid-20th century with a question mark.
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human activity towards a different future state, is where to place a boundary maker to separate the 
old geological time and the new (Figure 1). In many ways this is no different from any other 
Phanerozoic boundary definition, with rules (GSSPs), scientific evidence, debates and a committee 
(the AWG) to sift the evidence and arrive at a view.

Zalasiewicz et al. (2015c) state, ‘As members of the Anthropocene Working Group, we con-
tend that the proposed new geological epoch should reflect a unique stratigraphic unit that is 
characterized by unambiguous, widespread and essentially permanent anthropogenic signatures 
…’. We agree: our two-step framework operationalises that sentiment. Step one is to screen the 
available evidence against current GSSP requirements (Gradstein et al., 2012; Smith et al., 
2014) to identify time periods that likely comply with geological GSSP boundary markers in a 
similar way to recently ratified GSSP boundaries such as the Holocene Epoch (Walker et al., 
2009). In our view this includes the identification of required research to improve the evidence 
base for potential candidate time periods. Step two is then to generate and agree on objective 
criteria with which select a single GSSP time period to become the GSSP boundary of the 
Anthropocene.

Our review in Lewis and Maslin (2015) noted that the Colombian Exchange – the irreversible 
cross-ocean movement of species – is one of the very few human-induced changes that is likely 
captured today in stratigraphic records and is a near-permanent change to Earth (Figure 2). The 
evolutionary repercussions will be obviously visible for the millions of years, as the Earth System 
is now on a new trajectory. We consider this and the associated drop in CO2, less negative δ13C–
CO2, and stratigraphic impacts of the Huaynaputina eruption all near 1610 ce are worthy of further 
investigation as a possible GSSP boundary (Figure 3). Zalasiewicz et al. (2015a, 2015b) state their 
primary concern that the drop in CO2 is ‘not outside the range of natural Holocene variability’. This 
concern is easily dismissed: the Holocene Epoch is defined by 2H (deuterium) excess, in which 
neither the value or absolute range change across the inflection is outside the range of 2H values in 
the prior epoch, the Pleistocene.

We also noted that the second half of the 20th century, with the great number, scale and vari-
ety of long-lived changes to the Earth System, likely fits the GSSP requirements, with the 1964 
peak in radionuclide fallout from weapons testing being a useful marker (Figure 4). Surprisingly, 
Zalasiewicz et al. (2015a, 2015b) state their primary concern with this marker is that the begin-
ning rather than peak fallout should be utilised as a marker, based on an assertion of geological 
convention. However, this is based on a misreading of the GSSP literature: there is no such 
convention.

Overall, there is no evidential reason why both the 1610 and 1964 proposals should not be fur-
ther developed. As the AWG is mandated to review all the evidence that may contribute to a formal 
proposal for an Anthropocene Epoch in a critical, open and transparent way, we hope the AGW will 
fulfil this role.
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Note

1.	 The AWG was initiated by the International Commission on Stratigraphy to collate, assess and evaluate 
the evidence for recommending (or not) the formal definition of the term ‘Anthropocene’ for possible 
incorporation into the Geologic Time Scale.
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Perspectives and controversies

The emergency framing of  
solar geoengineering: Time for  
a different approach

Joshua B Horton

Abstract
Solar geoengineering has been proposed as a possible response measure in the event of a ‘climate 
emergency’. Scientific evidence for climate emergencies in the form of tipping points, however, 
is contested and unsettled. Furthermore, declarations of emergency entail authoritarian political 
tendencies that historically have given rise to repression and abuse. By definition, an emergency 
must exhibit a combination of high risk, urgency and necessity; no plausible climatic tipping point 
displays all these attributes simultaneously. A weak scientific basis together with genuine societal 
peril argues against the continued emergency framing of solar geoengineering.

Keywords
climate engineering, emergency framing, geoengineering

Over the past several years, solar geoengineering, also known as solar radiation management 
(SRM), has been presented to the public as a possible last-ditch response option in the event of a 
‘climate emergency’ (Blackstock et al., 2009; Long et al., 2011). Many technical and scientific 
uncertainties remain, but the available evidence suggests that methods such as stratospheric aero-
sol injection (SAI), which theoretically would reflect a small but significant amount of incoming 
shortwave radiation sufficient to restore global mean temperatures to approximately preindustrial 
values, would act relatively quickly, possibly within months (Royal Society, 2009). The fast-acting 
nature of such measures would seem to make them especially suitable for urgent situations requir-
ing quick action. In the climate context, such scenarios are commonly referred to as ‘climate 
emergencies’.

Within the geoengineering research community itself, however, framing SRM in terms of a 
climate emergency has drawn increasing criticism from both opponents and advocates of more 
research. This criticism has been fragmented and disparate, originating from natural scientists, 
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social scientists, philosophers and others. Yet while skepticism toward emergency framing has 
become increasingly uniform within the research community – even across otherwise contrasting 
disciplinary orientations and normative outlooks – viewing SRM through the lens of climate emer-
gencies remains a primary mode of talking about geoengineering in both mainstream media and 
popular science accounts of this emerging field. In this brief article, I will bring together and con-
sider the key objections to the emergency framing of solar geoengineering, and argue that this 
framing should be dropped from future public policy debates on managing climate risks.

Defining climate emergencies

In assessing the soundness and utility of the emergency framing, the starting point is an examina-
tion of the concept of ‘climate emergency’. Put simply, climate scientists have no agreed definition 
of what would constitute a climate emergency, and are nowhere close to reaching consensus on the 
issue. When discussing ‘emergencies’, scientists and other researchers tend to have one of two 
physical phenomena in mind. The first of these is the so-called runaway greenhouse scenario, in 
which an atmosphere supersaturated with greenhouse gases (GHGs) restricts the emission of long-
wave radiation to space, triggering positive feedbacks, boiling the oceans and transforming the 
Earth into a planet more like Venus. All available evidence indicates that such a scenario is squarely 
implausible (Goldblatt and Watson, 2012).

The second, more plausible ‘emergency’ scenario entails crossing a climate tipping point and 
thereby pushing a planetary subsystem into a qualitatively different state (Lenton et al., 2008). A 
number of possible tipping points have been identified, and indeed paleoclimatic data show multi-
ple instances of abrupt, nonlinear changes in the climate system, for example, Dansgaard-Oeschger 
events (sudden, short-lived temperature increases) and Heinrich events (extreme, rapid declines in 
temperature). However, the Intergovernmental Panel on Climate Change (IPCC) in its Fifth 
Assessment Report (AR5) judged that few if any currently known potential tipping points are 
simultaneously abrupt, irreversible, and likely to be crossed this century (IPCC Working Group II, 
2013). Another recent study put the related concept of ‘planetary’ tipping points in serious doubt 
(Brook et al., 2013). Even those researchers most closely associated with theorizing about tipping 
points stress the limitations of their models and the multitude of questions remaining to be answered 
(Lenton, 2013). In sum, scientific research into tipping points remains at an early stage, and exist-
ing evidence provides a decidedly weak foundation from which to argue that an emergency SRM 
intervention might be required.

Whether envisioned in terms of a runaway greenhouse effect or, more credibly, climate tipping 
points, what is clear is that the concept of ‘climate emergency’ is socially constructed. In other 
words, an emergency (climate or otherwise) is ultimately a shared idea, rather than objective real-
ity. The climate system is of course replete with acute, high-risk events, but whether a given event 
is regarded as an ‘emergency’ depends entirely on how society defines ‘emergency’. Moreover, a 
large number of social phenomena, ranging from crop failures and infrastructure collapse to ‘cli-
mate refugee’ crises and ‘climate wars’, might be blamed on climate change and labeled as ‘emer-
gencies’ even in the absence of causal evidence. The attribution of physical effects to climate 
change is already highly contested, and conclusively attributing social outcomes to climate is even 
more controversial if not impossible. Either case begs the question, who would be empowered to 
define a climate emergency and determine whether a particular event qualifies as such?

The obvious candidates, as suggested by the above, are climate scientists or other qualified 
experts. And yet the apparent necessity of ceding some degree of decision-making authority over 
an issue as critical as planetary emergencies to a select group of specialized experts has led to criti-
cism that emergency framing promotes technocracy (Heyward and Rayner, 2013). On this view, 
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government by experts has the potential to erode democratic practices, and public policy framings 
that favor rule by technical experts over popular representatives should, at a minimum, be 
challenged.

Society and the ‘state of exception’

A more systematic political objection to the emergency framing of solar geoengineering relates to 
the risks entailed in any declaration of emergency. Commentators have long noted that when public 
authorities declare emergencies, power is inevitably concentrated in the hands of a relative few, 
enhancing opportunities for abuse, at times on a grand scale. The transformation of ancient Rome 
from a Republic into an Empire stands as a paradigmatic case of this phenomenon. For centuries, 
the Republic’s ordinary political institutions were periodically supplemented by the formal appoint-
ment of a dictator, who was granted near-absolute power to repel extraordinary foreign and domes-
tic threats. Despite a system of safeguards intended to minimize the risk of abuse, the supremely 
powerful dictatorship eventually overwhelmed its institutional rivals in a process that culminated 
in the establishment of the Empire under Julius Caesar.

The authoritarian tendency inherent in states of emergency has been a point of contention 
among political theorists, particularly over the past century. Controversial German philosopher 
Carl Schmitt embraced the potential for decisive state action made possible by a ‘state of excep-
tion’ (Schmitt, 2014). But most liberal theorists, such as Italian philosopher Giorgio Agamben, 
have criticized emergency modes of government as fundamentally undemocratic (Agamben, 
2005). During the Indian Emergency of 1975–1977, for instance, the purported need to quell ‘inter-
nal disturbance’ was used to justify widespread derogations of civil and political rights. Other 
episodes such as the emergency decrees issued under the Weimar Republic, Egypt’s longstanding 
Emergency Law, and emergency rule under Augusto Pinochet in Chile substantiate concerns about 
the autocratic propensity of emergency proclamations. Indeed, for some observers, we now live in 
‘a world of emergencies’ requiring constant vigilance in the face of endless invocations of emer-
gency, crisis and catastrophe (Calhoun, 2004).

Many members of the incipient geoengineering research community have criticized the emer-
gency framing of SRM for the socially corrosive ethical and political effects associated with the 
proclamation of emergency powers (Hulme, 2014). Similarly, researchers have also criticized this 
framing as based on underdeveloped scientific concepts and insufficient empirical evidence (Keith, 
2013). However, as already noted, the climate system does periodically experience abrupt, nonlin-
ear events, and at the same time, solar geoengineering methods such as SAI (if proven to work) 
appear to be the only climate policy tools available that could act effectively to address such risks 
on short notice. The question, then, is whether SRM should have any role to play in acute, high-risk 
situations that might be labeled ‘climate emergencies’.

Conditions for emergency deployment

To answer this question, it is vital to specify exactly what is meant by ‘emergency’. The concept of 
emergency is arguably composed of three key attributes:

1.	 High risk, or the possibility of significant loss – The stakes must be high, with a reasonable 
likelihood of occurrence and damages of potentially substantial magnitude.

2.	 A sense of urgency or immediacy – Circumstances must call for a rapid response.
3.	 A feeling of necessity – The response in question must be viewed as essential to avoiding 

loss.
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Each of these attributes has an inescapably subjective element: what is ‘significant’ is in the eye of 
the beholder, while ‘senses’ and ‘feelings’ depend entirely on individual points of view. To repeat 
from above, the idea of emergency is ultimately a social construct. In the climate policy context, 
social construction and therefore subjective judgments about what constitutes an emergency 
encompass both the climatic phenomenon in question and possible responses to it.

As has been discussed, the most compelling scientific case for a phenomenon that might be 
regarded as a climate emergency is found in the literature on tipping points. Commentators have 
suggested many possible climate tipping points, but only about ten critical regional thresholds are 
regarded as plausible by the scientific community; these include collapse of the Atlantic Meridional 
Overturning Circulation, collapse of the Greenland or West Antarctic ice sheets, permafrost carbon 
release, clathrate methane release, tropical forest dieback, boreal forest dieback, disappearance of 
summer Arctic sea ice, long-term droughts and disruptions to monsoonal circulations (IPCC 
Working Group II, 2013). Among these potential tipping points, none is considered to be likely, 
highly damaging and abrupt (IPCC Working Group II, 2013). (The closest candidate is Arctic sum-
mer sea ice loss, but associated damages are seen as manageable.)

The climate system is, of course, unpredictable, and critical elements remain poorly understood. 
The possibility of a dangerous, previously unidentified tipping point or other climatic phenomenon 
cannot be ruled out completely, in which case solar geoengineering might still be an appropriate 
response strategy. Even in this situation, however, a number of additional questions must be 
answered satisfactorily in order to treat SRM as a viable emergency response option. Most impor-
tantly, and most obviously, is SRM feasible in terms of its efficacy and risks? Researchers have 
raised serious doubts regarding the very possibility of testing SRM short of full-scale deployment. 
However, micro- and meso-scale field trials involving process, scaling and climate response exper-
iments should be capable of providing answers to many key questions about the intended and 
unintended impacts of solar geoengineering (MacMynowski et al., 2011).

Beyond this, and assuming SRM is shown to be viable, is SRM the only feasible tipping point 
response option and hence necessary to avoid significant loss, or are other options such as robust 
adaptation available? Has a critical tipping point threshold already been crossed? If so, is the ensu-
ing change reversible? If not, are early warning signs of approaching tipping points available? Can 
they be detected? Only if convincing answers were provided to all these questions would it be 
appropriate for policymakers to consider solar geoengineering as a serious climate emergency 
response option. In practice, of course, answers to these questions will likely be difficult to pro-
vide, frustratingly imprecise and strongly contested.

Even if these hurdles were overcome, the acute sociopolitical risks associated with declarations 
of emergency would remain, and might well argue against emergency action despite the real dan-
gers involved. These risks are not insurmountable, as a variety of institutional solutions are avail-
able to restrain concentrations of power, mitigate the risk of abuse and strengthen the liberal 
democratic underpinnings of otherwise unavoidable emergency government (Ferejohn and 
Pasquino, 2004). As a standard frame through which to consider the possible application of solar 
geoengineering techniques, however, a broad array of scientific and societal concerns counsels 
strongly against viewing SRM as a possible response to a climate emergency.

Better approaches

Other forms of deployment offer better rationales for the possible use of SRM in the future. The 
most common alternative, known as ‘peak shaving’, would entail application of SAI or some 
other type of solar geoengineering to reduce the worst effects of peak GHG emissions while 
implementing an ambitious program of mitigation and adaptation. One variant of peak shaving 
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would involve a gradual ramp-up of solar geoengineering until a modest plateau is reached; as 
emissions declined, so too would injections of stratospheric aerosols (Keith, 2013). Another 
potential approach would utilize SRM on a regional scale, for example in the Arctic, in order to 
address specific, localized damages from climate change.

These and other deployment scenarios contemplate taking advantage of SRM’s unique combi-
nation of high-leverage, fast-acting and low-cost (at least in direct terms) characteristics within 
well-defined limits, while avoiding reliance on unsubstantiated science, appeals to political expe-
diency and the slippery slope of emergency rule. As Mike Hulme writes, ‘Climate emergencies are 
made, not discovered, and what matters most is who announces them and for what purpose’ 
(Hulme, 2014: 134–135). Based on current understanding, framing solar geoengineering as a pos-
sible a response to climate emergencies is both unwarranted and unwise. The time has come for the 
geoengineering research community and other interested parties to abandon this approach.
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Short communication

Anthropocene futures: People, 
resources and sustainability

Jasper Knight

Abstract
The sustainable use of environmental resources is an important tenet guiding future governance 
and management in the Anthropocene. However, the concept of sustainability is based on 
underlying assumptions of how sustainable development policies are formulated and applied. This 
commentary describes some of the flaws of ‘sustainability’ which are that (1) it requires full 
knowledge of the workings of Earth’s multiple physical systems and their sensitivities; and (2) the 
structures and management tools used by societal actors have low adaptive capacity to address 
ongoing changes to the physical environment. This commentary considers that societal actors and 
their future roles are likely to emerge from changing economic patterns, community structures 
and geopolitical contexts over coming decades. This providing an alternative Anthropocene 
future to that which is commonly posited, and emphasizes the use and limitations of sustainable 
development and the societal actors that are concerned with it.

Keywords
Anthropocene, climate change, environmental governance, environmental management, 
resources, sustainability

Introduction

Although the Anthropocene is widely acknowledged as a new epoch of both Earth’s geologic 
history and in the ongoing narrative of humankind’s relationship with the Earth (Zalasiewicz 
et  al., 2011), there are significant problems in the ways in which these relationships can be 
framed and then evaluated. In part this is because different types of human activity intersect with 
different components of Earth’s wider system, and in different ways, which yields complex spa-
tial and temporal patterns with significant feedbacks (Knight and Harrison, 2012; Rosenzweig 
et al., 2008). It is also due in part to the different ways in which different institutions and com-
munities, termed societal actors, develop and enact policies that deal with the use and 
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management of different types of environmental resources (Kim and Oki, 2011; Miller et al., 
2014). Often, these societal actors use inappropriate methods or unfounded assumptions in the 
evaluation of environmental resources, and in identifying the best ways to sustainably develop 
these resources (Haasnoot et al., 2011; Springett, 2013).

These uncertainties mean that there are significant limitations in the extent to which societal 
actors can respond to the challenges of environment resource management and sustainability in the 
Anthropocene. For example, Berkhout (2014) argues that societal actors and international structures 
and institutions can respond adequately to these challenges through capacity-building and increas-
ing resilience. However, whilst people by definition are at the heart of the Anthropocene, the view-
point that capacity-building by present societal structures is outdated in its approach and conservative 
in its framing of the future (e.g. Benessia et al., 2012; Lozano, 2014). This is because this viewpoint 
does not consider in an integrated way the likely changes taking place in the physical and human 
environments over coming decades. For example, predicted futures patterns of water resource avail-
ability and use is dependent on climate, hydrological and ecological model outputs; yet this is sel-
dom matched with predicted future patterns of population growth, socio-economic changes, 
geopolitical context and land-use change (cf. Bhullar, 2013; Haasnoot et al., 2011; Haie and Keller, 
2012). As a consequence, this viewpoint of societal capacity-building does not effectively frame the 
future contexts of both sustainable development and international governance, or present alternative 
viewpoints of the future trajectory and management of the Anthropocene world. Framing the future 
through the scientific and political norms of the past (Benessia et al., 2012) may therefore not offer 
the best way of understanding and managing this future Anthropocene world.

This present commentary takes a different approach to considering Anthropocene futures, by (1) 
critiquing the viewpoint that sustainability and existing governance structures are capable of fram-
ing such futures, and (2) by proposing alternative ways by which to frame the organization of 
society(ies) in the Anthropocene and thus who future ‘societal actors’ may be.

Sustainability and Earth Systems

The concept of sustainability is central to many viewpoints of human–environment relationships 
and in the context of emerging climate adaptation strategies in the Anthropocene (Hirvilammi and 
Helne, 2014; Jerneck et al., 2011; Springett, 2013). This concept is based on the assumption that 
resources used directly or indirectly by humans are knowable, quantifiable and finite; that resource 
use (i.e. the rate of resource depletion) is quantifiable; and that the mechanisms by which resources 
are used are capable of management or regulation. In practice, none of these things is true (Zaccai, 
2012). As a result, the application of the concept of sustainability to issues of resource use and 
management is fundamentally flawed (Arias-Maldonado, 2013; Benson and Craig, 2014). Despite 
this, sustainability science still lies at the heart of issues of resource use in the Anthropocene (e.g. 
Jerneck et al., 2011; Miller et al., 2014; Springett, 2013), in particular within the context of adapta-
tion to changing resource patterns under climate change (Eakin and Patt, 2011; Wise et al., 2014).

The science of sustainability (as opposed to sustainability science) must be grounded in the 
workings of the physical world, which can be conceptualized most usefully in the context of Earth 
Systems. This latter term refers to the organizational structure and processes through which differ-
ent component systems of Earth’s physical world work (Knight and Harrison, 2012; von Elderfeldt, 
2012). These component systems include the water (hydrological) cycle, weather and climate sys-
tem, biogeochemical cycles (including carbon, nitrogen, phosphorus, sulphur), biosphere and sedi-
ment system (Rockström et al., 2009). All of these components are driven through the movement 
of mass and energy over different spatial and temporal scales, and the net result of this movement 
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can be measured and monitored indirectly though the biological, chemical and physical changes 
that take place in the environment. A complicating factor is the set of properties that characterizes 
all types of systems and the ways in which systems operate. These properties include equifinality, 
equilibrium, feedback, hysteresis, relaxation time and thresholds (defined in Knight and Harrison, 
2014). These properties are important because they help account for why individual Earth Systems, 
such as those named above, are characterized by nonlinearity and complexity (i.e. have low pre-
dictability), which make them inherently difficult to manage, either individually or in combination. 
This is relevant to the issue of sustainability because it means that we cannot be sure that any one 
way of managing a resource, such as water flow in a river, is inherently ‘better’ than any other way. 
For example, although rates of groundwater depletion can be calculated with some precision, cal-
culating the rate at which extraction can take place ‘sustainably’ is more difficult because there are 
multiple variables involved which have different spatial and temporal contexts (e.g. Liebminger 
et al., 2007). In other cases, such as with soil erosion, management options are clearer to identify, 
their impacts can be better measured, and thus over some scales ‘sustainability’ of these resources 
can be achieved (Montgomery, 2007).

In addition, anthropogenic intervention in the workings of different Earth Systems, and the 
feedbacks between and within these systems and with human activity, show that not all systems 
work in the same way, and that some systems are inherently more sensitive to be affected by 
human pressure and/or climate change in the Anthropocene epoch than others (Rockström et al., 
2009; Rosenzweig et  al., 2008). Although this provides the justification for why sustainable 
management of Earth resources is needed, it also shows why ‘sustainable management’ is flawed 
in practice.

Several recent studies have argued that (un)sustainable development in the exploitation of 
environmental resources poses issues with respect to how such resources are managed by soci-
etal actors (Berkhout, 2014; Chin et al., 2014; Miller et al., 2014). Whilst it is true that many 
different societal actors can impact on the ways in which environmental resources are managed 
and on different scales, these management frameworks can only be as good as our knowledge 
of the entity that is being managed. Thus, a poor conception of what sustainability means in 
different environmental contexts is likely to result in inappropriate management practices being 
applied, irrespective of how efficient or organized those practices are (Fiksel, 2012; Springett, 
2013). This shows that achieving sustainability and/or sustainable development in the 
Anthropocene requires two separate but related components: (1) a scientific understanding of 
the dynamics and behaviour of individual Earth Systems from which can be derived an evalua-
tion of what ‘sustainability’ means in different environmental contexts; and (2) a management 
framework that is appropriate to the ‘systems’ context of the resource being managed. Only 
when these two elements have been achieved and integrated together can it be said that societal 
actors are managing resources sustainably.

The limitations of sustainability

Sustainability is commonly considered to be a primary goal of the interactions between human 
activity and the environment (Miller et al., 2014). As discussed above, there are significant limita-
tions in the extent to which we can quantify environmental resources that are used directly and 
indirectly by human activity, and thus evaluate whether or not these are being used ‘sustainably’. 
This means, as in the case of calculating carbon emissions, a budgetary sleight-of-hand can yield 
the result that managers or politicians are looking for (see discussion in Knight and Harrison, 
2013). To this end, it is important to consider three successive questions:
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•• Sustainability of what?
•• Sustainability for what purpose?
•• How do we know if we are being sustainable?

These questions can be considered through the example of sustainable water use, which has been 
a commonly discussed issue in the literature. Here, the water system at a regional scale has been 
most commonly viewed as a supply–demand issue (Haasnoot et al., 2011; Walker, 1998) and 
therefore has a focus on infrastructure development in order to maximize water transfer effi-
ciency (e.g. Haie and Keller, 2012; Margerum and Robinson, 2015). Although it is acknowl-
edged that, to achieve this aim, appropriate governance structures need to be in place (Biggs 
et al., 2013; Gupta et al., 2013; Schoeman et al., 2014), the mechanisms by which governance 
can be effective and involve different stakeholders on different scales are still uncertain. For 
example, water use in the Anthropocene also involves issues of equity of water supply; water 
security; aquatic ecosystems, biodiversity and ecosystem services; irrigation and food produc-
tion; river and groundwater pollution; and hydroelectricity production, amongst others. These 
competing water uses may not always be compatible (Bhullar, 2013; Haasnoot et  al., 2011); 
Gupta et al. (2013: 573) state that ‘the water crisis is a crisis of governance’. Set against a back-
ground of increased water scarcity in many areas such as Africa (McClain, 2013), sustainable 
water use in the context of sustainable development will increasingly have to reconcile different 
viewpoints and require both a ‘systems’ approach to better understand resource availability, and 
more adaptive and integrated governance frameworks.

Alternative measures of sustainability

If traditional viewpoints of resource management and sustainability have some limitations, it may 
be that alternative measures of sustainability could be used (Benessia et al., 2012). These could 
relate more explicitly to human activities that can be better evaluated and legislated for, rather than 
the indirect impacts upon human activity of a narrow range of environmental variables. These 
alternative measures, that are often key narratives for engaging stakeholders (Aylett, 2010; Jerneck, 
2014; Thomas and Twyman, 2005), include human health and wellbeing; greenness of urban 
spaces; environmental ethics; carbon footprint and offsetting; water footprint; food miles; renew-
able energy sources; and recycling. These measures are quantifiable and studies show that they can 
increase both environmental awareness and sustainable practices amongst stakeholders (e.g. Aylett, 
2010; Bulkeley et al., 2014; Thomas and Twyman, 2005), and facilitate decision-making. Thus, the 
concept of sustainability may be better applied to societal relationships, whereby the functioning 
of social or cultural groups or the workings of institutional or organizational frameworks can be 
considered through the lens of their flexibility or adaptive capacity in the Anthropocene world (e.g. 
Adger et al., 2009; Jerneck, 2014; Lövbrand et al., 2009).

Managing future change: People, politics and a new world order

Managing future change in order to achieve the sustainable use of environmental resources 
requires both a better understanding of Earth Systems and societal structures that can manage 
these resources. Today’s political, administrative and sociocultural structures are already strug-
gling to respond to the challenges of climate change (Jerneck, 2014). It is likely that these insti-
tutional structures will be increasingly unfit for purpose when faced with a combination of (1) 
future climatic conditions, including increased frequency and/or magnitude of climatic hazards 
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(e.g. Jongman et al., 2012); and (2) increased urbanization, increased vulnerability, increased 
food and water insecurity, and geopolitical instability. A possible consequence of climate change 
over coming decades could be geopolitical crises driven by the collapse of civil order and mass 
migration in societies with severe water stress and food insecurity. Such events are already hap-
pening (O’Loughlin et  al., 2012). Geopolitical problems as a consequence of trans-boundary 
water flows and water trading are also taking place (Haasnoot et  al., 2011; Hoekstra, 2011). 
These issues will significantly hinder any move towards greater sustainable practices, which 
require greater international collaboration, not fragmented decision-making (Zaccai, 2012). 
Today, institutional structures charged with managing future change from regional to global 
scales are top-down, hierarchical and difficult to adapt to changing circumstances (Berman 
et al., 2012). For the same reasons, these structures significantly limit the extent to which inter-
national climate (e.g. Kyoto Protocol) and environmental agreements (e.g. Ramsar sites) can be 
effective, irrespective of intent. Thus, existing political, administrative and sociocultural struc-
tures and today’s social actors are becoming increasingly inappropriate to the needs of the 
Anthropocene (Johnson and Morehouse, 2014; Karlsson, 2013; Lozano, 2014).

This paper argues that managing future change requires a different kind of global socio-politics. 
This socio-political context can be framed in two ways. (1) Sustainability is a powerful socio-
political metaphor in the Anthropocene (Benson and Craig, 2014; Jerneck, 2014), notwithstanding 
its limitations discussed above, but its narrative context should be widened to include impacts on 
human wellbeing and environmental and social justice (Arias-Maldonado, 2013; Hirvilammi and 
Helne, 2014; Houston, 2013; Mauerhofer, 2013; Sessa and Ricci, 2014). This can also be achieved 
through considering the extent to which human pressure has been exerted on different elements 
that make up Earth’s global system (Dearing et al., 2014; Rockström et al., 2009). These develop-
ments can also be facilitated by improved use of technologies in social media, telecommunications, 
distributed systems and citizen science, all of which can help engage stakeholders and the public, 
increase transparency and democratic engagement. By such means, today’s rigid and hierarchical 
social and organizational structures may in future become more flexible, fluid in structure 
(Andersson et al., 2014) and may potentially exhibit greater adaptive capacity. (2) The role of tech-
nologies in the areas of gene modification and food production; bioremediation; environmental 
monitoring through telemetric networks; satellite remote sensing; and climate modelling all have 
potential to increase future climate resilience. Increased production and/or supply-chain efficiency 
of environmental resources, aided by technology, can also increase sustainability (Benessia et al., 
2012; Zaccai, 2012).

This paper argues that future societal actors and their roles cannot be easily identified, but these 
are likely to reflect changing economic patterns, community structures and geopolitical contexts 
over coming decades. The role of these actors in developing future sustainable practices is depend-
ent on both the workings of socio-political systems, as well as an understanding of the physical 
environment, in combination. For example, management of future global warming through carbon 
emissions trading and carbon budgeting is as much shaped by geopolitics as by biogeochemical 
cycling (Knight and Harrison, 2013). Thus, the science of sustainability can be translated into 
practice only through the mediation of societal and governance frameworks, which often prove not 
up to task. As such, the future Anthropocene world, whilst controlled by the decisions of societal 
actors, is dependent on the critical role of science in increasing resource availability and societal 
resilience to future climatic hazards.
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Abstract
This paper analyses the auto-historiography of global environmental change research. It traces 
how participating researchers make sense of and rationalise research strategies through narratives 
of the history of global change and Earth System science. Our study draws on personal and 
programme accounts of Earth System science’s background related to the international global 
environmental change research programmes International Geosphere-Biosphere Programme 
(IGBP), the International Human Dimensions Programme on Global Environmental Change 
(IHDP), the World Climate Research Programme (WCRP), and Future Earth, from 1983 to 
2013. The study finds three core narratives: the science history narrative motivates the future 
development of the programme by building on the successes of earlier international projects. 
The Earth System departs from an enhanced understanding of environmental change over time. 
Finally, the Anthropocene narrative underpins arguments for a science-based management of 
human–environment systems. We argue that including reflexive analytical perspectives in the 
history writing of Future Earth contributes to making environmental change research relevant and 
useful for democratic decision-making.

Keywords
auto-history, Future Earth, historiography, research programmes, science history

Science on the shoulders of giants

History is frequently used to legitimise new endeavours in societies (Jardine, 2000), and this unde-
niably holds true for environmental science and policy. For example, declarations from large envi-
ronmental summits, such as the UN Conference on Sustainable Development of 2012 (Rio 2012+), 
underscore their political significance by situating themselves in a historical context of other 
important events (Linnér and Selin, 2013).
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History is also used to promote and defend scientific organisations and practices by appealing 
to norms, interests, practicalities, epistemologies or success stories. Future Earth (2013: 5), the 
new international research platform on global environmental change, was launched at Rio 2012+ 
and highlights its background in ‘decades of research and collaboration’ and ‘important 
contribution[s]’ made by the World Climate Research Programme, the International Geosphere-
Biosphere Programme, Diversitas and the International Human Dimension Programme on Global 
Environmental Change. The historiography of these scientific programmes has received scant 
attention; yet, when we examine them more closely, they describe the ways in which the legitimisa-
tion of environmental change research has shifted over time, how it has influenced the organisation 
of research, and what implications this may have for environmental governance.

Scientific studies of global environmental change have grown immensely in scope and volume 
during recent decades (Figure 1), and more than 35% of the literature published in Scopus dates 
from 2010 or later. Historical analysis has covered much of the long-term trends in environmental 
science (Bowler, 1992), ecology (Worster, 1994), climate research (Weart, 2003) and Earth sci-
ences (Oldroyd, 2006).

Parallel to this historiography constructed by environmental science historians, there is a history 
written by participating global environmental change researchers. This paper adds to previous 
analyses by looking at the historical narratives of participating scientists’ personal accounts and the 
official programme documents. Narratives are here understood to be the written or spoken accounts 
that connect events, actors and objects to meaningful trajectories though time (Jameson, 1986). 
These histories resonate the identities of the broad network of researchers, and motivate reorgani-
sations of research for its members as well as funders and policy-makers.

The aim of this paper is to study the auto-historiography of global environmental change 
research; i.e. how researchers rationalise their research strategies through historical accounts of the 
background and development of their field. In this paper, the study of auto-historiography is a 
methodological approach with which to analyse meta-historical reflections and how processes, 
events and actors are made sense of in the internal context (Passerini and Geppert, 2001). Hence, 
we analyse these historical narratives through three research questions: (1) What processes and 
events are highlighted in the historical accounts of programmes and participating researchers?  

Figure 1.  A growing literature related to global environmental change based on publications in Scopus, 
1979–2013.
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(2) What problems or opportunities were these processes and events in response to, according to 
this history writing? (3) What conclusions for research practice and organisation are drawn?

Biographies of scientists have been an important component in social studies of science as a 
means of discerning how the past is rationalised to legitimise current states of affairs and courses of 
action (Lindskov Hansen, 2007). They have primarily focused on the ‘strategic dimension’ of his-
tory writing. Interest in auto-historiography has grown in recent decades to also encapsulate the 
sense-making function of writing one’s own history. It recognises the contribution to understanding 
historical developments by also looking at the historical recollections of people who were a part of 
its processes. We argue that the study of auto-historiographies is a means of contextualising histori-
cal accounts and understanding their sense-making function. In the words of the famous historian 
Edward H Carr (2001: 40): ‘Before you study the history, study the historian’. Studying history 
writing of societal or institutional changes is an important part of analysing historical processes.

Consequently, we distinguish between two interacting objectives of studying auto-historiogra-
phy: (1) their strategic function; (2) their sense-making function. Together they provide context 
from within, in contrast to secondary literature and other sources used to externally contextualise 
the history of science. Our paper acknowledges but doesn’t aspire to separate the sense-making and 
strategy functions but instead focuses on the context from within as an important component in 
understanding decisions in the design of research. We examine the change model of the texts; what 
problems are identified and what goals are sought, what is brought in, and whom by? What key 
events are brought into the history? Further, we study the action model, i.e. how the past is opera-
tionalised. What leverages set processes in motion, what key interventions have been made in the 
scientific processes; i.e. what was needed in terms of understanding, decisions, organisation and 
actions to influence the leverage? (Chen, 2005; Linnér et al., 2012).

The core empirical material in this study consists of accounts of the history of global change 
research related to the International Council of Scientific Unions (ICSU), the International 
Geosphere-Biosphere Programme (IGBP), the International Human Dimensions Programme on 
Global Environmental Change (IHDP), the World Climate Research Programme (WCRP) and 
Future Earth between 1983 and 2013. The analysed auto-historiographies are delimited to the his-
torical self-reflections found in programme publications, primarily project presentations and indi-
vidual accounts published in scientific journals. The personal accounts are primarily used to further 
substantiate or nuance the narratives in programmatic publications.

Three publications have been particularly important for our study: the symposium report Global 
Change, edited by Thomas Malone and Juan Roederer (1985); Global Change and the Earth 
System – A Planet Under Pressure, edited by the IGBP’s executive director Will Steffen and ten 
other leading scientists of the IGBP, IHDP and WCRP (2004); the flagship report Future Earth 
Initial Design (Future Earth, 2013), which synthesises the first decade of internationally coordi-
nated Earth System research.

Global environmental change research as history of science

To provide a relief to the auto-historiographies, this section presents major narratives in the devel-
opment global environmental change research as outlined by historians of environmental science. 
The broader literature serves not as a benchmark for evaluating, but rather as a point of comparison 
to the participants’ narratives. Four strands in the literature on post-war science are presented as 
particularly important for the development of the Earth System concept: global natural resource 
management, technological innovation, big science and multidisciplinarity. All of these are inter-
connected and were influenced by strategies to support research for geopolitical strategies.
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Global natural resource management

The early post-war period saw two strands of global system-oriented research; one which focused 
on narrowly defined security concerns such as oceanography, limnology and glaciology, all of 
which were related to marine warfare, and another which tied into broader security concepts, 
directed towards safeguarding resources, human security and nuclear fall-out survival. One impor-
tant part of the ancestry of today’s Earth System science is the physical Earth Science research 
which was directly connected to the conception of the global environment as a potential battle-
ground (Doel, 2003). Extending from this heritage is the notion that it is possible to monitor the 
entire planet and predict its future behaviour (Edwards, 2000). Ecological research also received a 
boost due to its links to defence-related research, as it was felt that the behaviour of landscape 
ecosystems and the marine environment needed to be explored in preparation for nuclear war and 
marine warfare, as well as to facilitate an understanding of the oceans as a source of food (Golley, 
1993; Linnér, 2003).

Drawing on ecology, a new ideology of conservationism emerged in the mid-20th century, 
emphasising the need for ecological management of the world’s natural resources. Global intercon-
nectedness was a recurring theme in international resource science and policy events, such as the 
seminal international United Nations Scientific Conference on Utilization and Conservation of 
Resources of 1949, the first major UN science-policy conference, and the near-simultaneous 
International Technical Conference on the Protection of Nature. The managerial ethos regarding 
the Earth’s resources was often motivated by a growing insight into global environmental interde-
pendence, coinciding with the political objective of achieving greater rational control over the 
world’s natural resources and understanding processes in nature for strategic purposes (Linnér, 
2003). It was hoped that ensuring the availability of natural resources, not least in terms of food in 
socially unstable regions so as to reduce the risk of revolts, would shift the Cold War balance of 
power and secure resources for the economy and military.

Technological innovation

The period following the Second World War saw the birth of satellites, the fax machine, networks 
of computers and civil aviation. These new means of recording, storing, communicating, transport-
ing and organising the flow of objects, information and persons did not only open up the world as 
a new arena for political and civic activity, they also allowed the scientific community to extend 
the scope of research. Remote sensing techniques allowed for studying global processes, and com-
puters enabled the analysis of large data sets (Bowler, 1992). The technological innovations also 
provide an example of the interconnectedness of the four strands; funding of the development of 
these technologies was closely connected to geopolitics (Edwards, 2000), required big science to 
function (Galison and Hevly, 1992) and compelled the cooperation of researchers in Earth System 
science (Kwa and Rector, 2010).

Big science

The emergence of the big scientific programmes, such as those focusing on nuclear, microwave or 
solid-state physics research, coincided with an upsurge in global conservation issues in the media 
and halls of decision-making.

The mid-20th century saw a remarkable increase in expenditures in research and development. In 
the USA, expenditure rose from 0.2% of the gross domestic product in 1921, to 3% by the mid-1960s 
(Maddison, 1982). Big science emerged in the 1920s, and was not simply the result of military needs, 
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but also of energy requirements for growing industrial development (Galison and Hevly, 1992). After 
the Second World War big science expanded rapidly, as scientific research resources were organised 
and directed to contribute to the war efforts, such as the development of radar and sonar, penicillin 
and insecticides (most notably DDT) and, eventually, the atomic bomb. These large-scale organised 
research activities continued, and were further intensified, after the end of the war.

Continuing with the metaphor of ancestry, today’s Earth System science is closely related to the 
large-scale international cooperation of the International Geophysical Year (1957–1958), which set 
out to gather data related to understanding the behaviour of the atmosphere above the Arctic and 
Antarctic. This project, coordinated by the International Council of Scientific Unions, has inspired 
and become a model for how to organise international research cooperation. A few years later, the 
International Biological Programme (1964–1974) sought to quantify the ‘the biological basis of 
productivity and human welfare’ (Aronova et al., 2010: 199). These programmes were followed by 
a range of others, which constituted a veritable marathon of acronyms, fostering global perspec-
tives that focused on different pieces of the global puzzle, such as the atmosphere or agriculture.

Multidisciplinarity

These two scientific programmes exemplify how big science meant an increase in resources for 
scientific research, but also a concentration of resources to specific hubs and goals. Hence the goals 
pursued in ‘big science’ endeavours were typically influenced by social, economic and political 
needs. The shift towards solving problems, as defined by military or political interests, typically 
required a large set of academic competences, generating multidisciplinary teams (Seidel, 1986). 
The early post-war years saw a strong push towards multi- or even interdisciplinarity in tackling 
the natural resource depletion of the world. At conferences such as the International Technical 
Conference on the Protection of Nature of 1949, strong arguments were made for breaking up the 
specialisation in science as well as in politics, following the assertion that ecology shows that all is 
interconnected. Enhanced public education was seen as crucial to changing the mindset of policy-
makers and economists around the world (Linnér, 2003).

In the 1950s, the interdisciplinary field of human ecology, which brought together the natural 
and social sciences in analysing human’s interrelations with nature, grew in popularity. The funda-
mental message was that human civilisation had to abide by both physical and moral constraints 
(Worster, 1993). In a 1954 Science outlining challenges for human ecology, Paul Sears (1954) 
foreboded the Anthropocene argument ‘We are an explosion. For the first time in Earth history, a 
single species has become dominant, and we are it’ (p. 959). The concept of ecosystem was defined 
as the whole system, including not only the organism-complex but also physical factors. In the 
early 1980s the National Aeronautics and Space Administration (NASA) proposed the first pro-
gramme that would bring together the physical, biological and social components to study ‘global 
habitability’. In 1986, the ICSU decided to launch its International Geosphere-Biosphere 
Programme (IGBP), tasked with producing a predictive understanding of the Earth as a system. In 
contrast to NASA’s more thoroughly interdisciplinary proposal, the ICSU’s geocentric design 
excluded the social sciences (Uhrqvist, 2015).

Global change had then been studied by social scientists and economists since the 1970s, and 
their exclusion by the IGBP caused social scientists, particularly geographers and resource manag-
ers, to organise a sister programme to the IGBP, the Human Dimensions on Global Environmental 
Change Programme. Around the year 2000, attempts to bring these communities closer together 
intensified, with the aim of providing effective decision-making support on sustainability issues, 
primarily via the Earth System Science Partnership (Uhrqvist and Lövbrand, 2009).
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The auto-historiography of science organisation

In the first half of our studied time period (1983–2000), a narrative arranged around earlier suc-
cessful scientific work dominated discussions regarding how to take the next step in research on 
global environmental change. The ICSU symposium on global change in 1984 played an important 
role in bringing diverse scientific disciplines together. In the 500-page report Global Change, 52 
leading natural scientists discussed the viability of the prospective IGBP. In the preface, Thomas 
Malone, one of the initiators, condensed the background histories in the report (e.g. Friedman, 
1985; Roederer, 1985) into four reasons for launching a major international endeavour for interdis-
ciplinary cooperation; all four explicitly drew on developments in the recent history of science.

First, Malone argued that earlier successful approaches, such as the International Geophysical 
Year and the International Biological Program, had reached the limits of their effectiveness. Recent 
results had made it clear that further understanding required more in-depth studies of feedback 
mechanisms in other disciplines (Malone, 1985). The other three reasons correspond to what had 
been highlighted by big research programmes since the 1950s: (1) human impacts on the global 
environment; (2) the lack of food security for a rapidly growing world population and a need for 
concerted research action; (3) the opportunities provided by new technology to ‘complete the triad 
of theory, observation and data management’ (Malone, 1985: xv). Two years later, these four rea-
sons guided the programme accepted for the IGBP (1986).

In the science history narrative of Earth System historiography, agency is placed in the hands of 
visionary and bold scientists, able to organise big scientific cooperation. Clothed in the language 
of exploration, the IGBP was presented as an opportunity for science and scientists to take the next 
step. With a rhetorically driven reference to Isaac Newton, Malone (1985: xix) situated his audi-
ence ‘on the shoulders of our predecessors – on the threshold of a revolution of historic proportions 
on human understanding’; in another statement, however, he implied a more fundamental break 
with previous scientific understanding: ‘We are apparently on the threshold of developing a new 
paradigm’ (Malone, 1985: xiii).

Similar references to the history of science narratives marked the keynote address at a human 
dimensions symposium in 1990. Here, Roberta Balstad Miller (1991) envisioned ‘rapid changes’ 
in the international coordination of social science. Social and scientific problems were described as 
integrated, and therefore new methods for interdisciplinary cooperation as needed. The narrative 
suggested the growing capabilities of computers as a leverage to foster global perspectives as well 
as firmer research cooperation. This forward-looking argument was combined with reflections on 
the century-old tradition of successfully studying environmental change (Price, 1991; see also, 
Price, 1990). Social scientists argued that their lack of coordinated inquiry, compared with the 
natural scientists, was a severe obstacle which could now be overcome using computers (HDP, 
1990). Thus, the auto-historiographical narratives of both the IGBP and the HDP positioned poten-
tial global change scholars as the continuation of a lineage envisaged by decades of bold, trail-
breaking researchers. This tradition was connected to the prospect of a lead role in the shaping of 
a better future due to improved organisational skills and the mastery of advanced technologies.

In this first period, auto-historical accounts of global change science also trace its origins far fur-
ther back than recent decades. The history of research on human environmental impact is traced back 
to the American diplomat George Perkins Marsh and his efforts to quantify environmental degrada-
tion in the late-19th century (Price, 1990). The integration of Earth System science was argued to be 
the culmination of a conceptual way of thinking about the biosphere, initiated by the geologist Suess 
in 1875 (Malone, 1985: xiii; Steffen et al., 2011a). The longer history of science narrative also display 
an account of changes and agents, organised around a few far-sighted individuals.
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The auto-histories supporting global change research convey an idealistic story of international 
science collaboration, devoid of political interest, with science bridging the geopolitical divisions 
of the Cold War (Fleagle, 1992). This can be contrasted with the professional historians of science 
who find close relations between geopolitical-strategy and Cold War rivalry to be an essential con-
ditions for the development of these programmes (e.g. Doel, 2003; Linnér, 2003), Described as a 
way to leverage in the scientific success story, the ability to make use of new and advanced tech-
nology is presented as a key strength, particularly with regard to artefacts such as computers, satel-
lites and data storage.

The design of the IGBP (1986: 9) outlines how the view from space was to be handled in 
computer simulation models in a way that would create a common lexicon for Earth System sci-
ence and thus bring the research community together. The viability of this goal was underpinned 
by examples of the constant improvements of these technologies and their successful utilisation 
in global change research. The view from space was thus suggested as a means of facilitating a 
‘quantum leap’ forward in human understanding of the environment (IGBP, 1986; see also HDP, 
1990). Examples drawn from the past point to what could be achieved if new research pro-
grammes build on the technological pathways opened by the International Geophysical Year and 
its scientific descendants. In the early attempts to bring together a Human Dimensions 
Programme, which later added International to its title, this function of technology appears as a 
source of great but untapped potential. Harold Jacobson (1987) argued that this explained the 
marginal role of the social science community, as it did not yet know how to utilise successfully 
the tools used by the natural sciences.

When brought into the narrative, these events establish the importance of ‘big science’ when 
organised through international scientific cooperation. As a part of the planning process of the 
IGBP, Earth System science was posited as the logical continuation of earlier research programmes 
which, due to technological restrictions, could not provide the integration thought to be essential to 
an understanding of global change (IGBP, 1986: v). Here, huge international projects such as the 
International Geophysical Year and the International Biological Program provide important land-
marks in the scientific landscape.1 Many key persons in the early IGBP had taken leading roles in 
some of these cooperative scientific ventures (Bolin, 2007). The quantity of results from the prede-
cessors to the programmes, as well as their organisational quality, motivated and rationalised the 
beginning of a new and holistic project. The International Geophysical Year is hailed as a role 
model for scientific cooperation in many accounts, but is also considered to have required signifi-
cant experience in order to carry out successfully; this is generally attributed to the ICSU (Friedman, 
1985: 52; see also, Bolin, 2007; Greenaway, 1996).

The science history narrative found in the auto-histories at this time moved away from the 
organisation of science and towards conceptual thinking. The synthesis report Global Change and 
the Earth System, from the large global change conference held in Amsterdam in 2001, argues for 
current global change research as a critical step in the evolution of systems thinking, ecosystems in 
the 1930s, global biogeochemistry in the 1940s and general systems thinking in the 1970s (Steffen 
et  al., 2004: 2). As later pointed out by Dahan (2010), Earth System science at this time also 
embraced systems complexity and non-linearity, which were state of the art in the 1990s. The syn-
thesis strongly argued that ‘classical analytical science’, valuable as it might be, was not enough to 
solve contemporary problems in the global environment (Steffen et al., 2004: 2). In addition, this 
narrative builds on earlier scientific work in a more abstract way, primarily referring to better tech-
nology and the view from space. Here, only a few ‘founding fathers’ remained as a backdrop, while 
new technology was promoted as a leverage to explaining the shift towards an Earth System 
perspective.

 at UNIV OF PENNSYLVANIA on June 17, 2015anr.sagepub.comDownloaded from 

http://anr.sagepub.com/


166	 The Anthropocene Review 2(2)

Many documents studied from this period are joint publications of ecologists, geologists, social 
scientists (primarily geographers) and physicists (e.g. Steffen et al., 2004). Their problematisation 
of classical analytical science underpinned arguments that studies of the Earth as a system had to 
develop new modes of science in order to study an object described empirically as a complex, non-
linear system, in which both biology and humanity had to be fully integrated (Moore et al., 2002; 
Steffen et al., 2004).

The Earth System history fosters integration and solutions

Around the year 2000 a new lead narrative emerged which we call Earth System history. At this 
time, the auto-histories become a narrative organised around the history, characteristics and pos-
sible futures of the global environment itself, rather than successful scientific work about it. An 
Earth System threatened by human activities became increasingly central to the discussions about 
how to develop global change research (Moore, 2000). The goal of providing knowledge for pol-
icy-making, expressed since the early 1980s, became all the more central to the Earth System field. 
Among other things, the four global environmental change programmes jointly established the 
Earth System Science Partnership to produce integrated decision support (Ignaciuk et al., 2012).

Discussions about the history of the Earth System and the global environment were not a novel 
idea in the year 2000, but how this history was talked about changed. The planning of the IGBP and 
the Human Dimensions Program acknowledged that the planet had to be understood as a system, 
and gave examples from past environmental events (Friedman, 1985; International Federation of 
Institutes for Advanced Study (IFIAS), 1987). In addition, long time series showing past global 
changes were important enough to motivate a core project in the IGBP (1986). However, the envi-
ronment’s history was not at that time evoked as an important reason for moving into new scientific 
territories.

Human societies and their relation to a benign life-support system sets the scene in the opening 
of the report Global Change and the Earth System – A Planet Under Pressure. Here, Steffen et al. 
(2004: 1) state that ‘The interactions between environmental change and human societies have a 
long and complex history spanning many millennia’. In this narrative, humans were no longer an 
external stressor, but instead an internal component of the environment, as a global force equalling 
natural dynamics. This history starts with the Vostok ice-cores, which show the ‘natural’ co-varia-
tion of concentrations of atmospheric greenhouse gases. The characteristics of a non-linear Earth 
System, visible in the history of the global human–environment system, then supported arguments 
for suggested reforms of global change research. ‘Science is at the threshold of a potentially pro-
found shift in the perception of the human–environment relationship, operating across humanity as 
a whole and at the scale of the Earth as a single system’ (Steffen et al., 2004: 3). The contrasts with 
Malone’s (1985: xix) statement, that we stand ‘on the shoulders of our predecessors – on the 
threshold of a revolution of historic proportions on human understanding’, which here exemplifies 
a shift; from science history to Earth System history.

The embedding of global environmental change research in this Earth System history is con-
nected to three claims for the future development of global change research. First, our planet 
behaves as an integrated, complex system. In a popularised presentation, a condensed narrative of 
the long co-variation of carbon, methane and temperature found in the Vostok ice-cores provides 
the core logic behind a focus on a complex, integrated, Earth System. The authors state that ‘the 
understanding of the natural dynamics of the Earth System has advanced greatly’ due to a ‘signifi-
cant increase in the ability to unravel the past’ (Steffen et al., 2001: 22). Even if references are still 
made to science history, this merely provides a context, and the organisation of this research or how 
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it was performed plays no role. Instead, narratives about the Earth System’s history are utilised to 
motivate new modes of research. The complex behaviour of the human–environment system sup-
ports the claim that the simple equilibrium models, where humans impact on a pristine environ-
ment, cannot be expected to provide the knowledge needed to govern global change and thereby 
secure human wellbeing (Steffen et al., 2001). This increasingly historical description of the Earth 
System also motivated biophysicists in the IGBP and social scientists in the IHDP to initiate a new 
research project on the Integrated History and Future of People on Earth (Robin and Steffen, 2007).

Second, the Earth System narrative outlined above points to the necessity of studying interact-
ing dynamics. Third, the growing body of knowledge derived from palaeo-sciences and archaeol-
ogy makes it possible to calibrate and verify the results of simulation models, central to the 
decision-support systems which are envisaged as an outcome of the research (Steffen et al., 2001). 
A few years later, the history of a human–environment system plays an important role in motivat-
ing the new research design of the IGBP (2006) and the related socio-ecological systems of the 
IHDP (2007). Historicising and localising the Earth System allowed social scientists to assume a 
role in Earth System research through analyses of economy, technology and culture, which contrib-
uted by furthering understanding of how societal development interacts with global environmental 
changes (Global Land Project (GLP), 2005; IHDP, 2007).

An Anthropocene history toward co-production

From 2001 onwards, a greater emphasis was placed on utilising an Earth System perspective in the 
governance of water, food, carbon and health (ICSU and IGFA, 2008; Ingram et  al., 2007). 
Strengthening this interdisciplinary and policy-oriented cooperation, the period 2008–2013 marked 
a third phase of reorganisation in the global environmental change research community. A purpose 
of the transition to the Future Earth programme was to go from understanding to producing sci-
ence-based solutions (ICSU, 2010). The Anthropocene, geology of mankind as a proposed epoch 
with humans as a dominant geological force, provided the theme for these discussions (Steffen 
et al., 2011a).

In Future Earth’s (2013) Initial Design report, the history of the global environmental change 
programmes are related to a growing need for further integration so as to achieve and implement 
solutions to the issue of global sustainability. The report presents its three main research themes, 
‘Dynamic Planet’, ‘Global Development’ and ‘Transitions Towards Sustainability’, and discusses 
the need for co-production and co-design in improving our understanding of how the planet works 
as an integrated system. These are argued to be ‘a key innovative aspect of Future Earth’ (p. 49) in 
bridging the gap between research, policy and practice by engaging with competent and repre-
sentative stakeholders in a new social contract (p. 21). The auto-history of the transition team for 
Future Earth is arranged around narratives of mismanaged human–environmental systems and the 
increasing ability of social and natural scientists to cooperate for humanity to become an active 
steward of the global environment. In broader Anthropocene narratives, so central to Future Earth, 
Steffen et al. (2011a, 2011b) present conclusions drawn by earlier researchers but scientific events 
and process behind the results, previously so important, is absent.

The character of the Earth System’s history as full of surprises calls for quick responses and 
‘active adaptive management’ as a governance ideal in order to secure and develop human wellbe-
ing (Steffen et al., 2011a: 857). Scientific discussions about the interacting human–environment 
also show a growing interest in the history of collapsing societies (see, Costanza et  al., 2007; 
Turner and Sabloff, 2012). A key argument which supports closer integration of researchers and 
policy-makers makes use of historical examples of disastrous results when human–environment 

 at UNIV OF PENNSYLVANIA on June 17, 2015anr.sagepub.comDownloaded from 

http://anr.sagepub.com/


168	 The Anthropocene Review 2(2)

systems are not managed based on proper scientific understanding. These scientific discussions of 
more recent Anthropocene history thus include a component of historical science–policy interac-
tion, characterised by decision-makers being unable to comprehend and act on signals of changes 
in the human–environment system.

Mooney et  al. (2013; see also, Ignaciuk et  al., 2012) contextualise the cooperation between 
social and natural science communities which is required on the part of Future Earth. They describe 
the troubled start where IGBP was forced to exclude the social sciences so as to secure the integra-
tion of physics and biology. Increasingly, with IPCC assessments as leverage, the effects on human 
wellbeing forced cooperation to bridge this divide. Over time, social and natural scientists devel-
oped modes of cooperation and co-design. The Millennium Ecosystem Assessment is proposed as 
a showcase of this learning process, with its analytical framework developed as a joint effort by 
natural and social scientists (p. 8). However, as pointed out by the well-known participating eco-
logical economist Richard Norgaard (2008), this analytical framework is far from a neat fit across 
ecology and social sciences. Social processes are discussed, but social science analysis is barely 
visible. The history of science narrative found in Future Earth documents tells a story of challeng-
ing but well-intended cooperation, seeking, if not always succeeding, to include new participants 
on equal terms. Here, then, the emphasis has been on cooperation between global change scientists 
and policy-makers. The auto-history of Future Earth points to the engagement since 1996 with new 
forms of co-production and co-design. The augmented attention on addressing policy-relevant 
questions requires integration of the natural and social sciences as well as policy-makers (Future 
Earth, 2013: 23).

Discussion and conclusions for a reflexive auto-history

As can be expected of narratives on research programmes, the overarching goal was to produce 
ever-improved knowledge to support the management of global environmental change. The nar-
rative’s conclusion of what was necessary to advance knowledge production signifies the raison 
d’être of the programmes: integration of scientific disciplines and practices. The main problem 
description has been essentially stable, positing humans as a destructive agent changing the 
Earth’s fundamental functions. However, the narratives have changed in terms of problems, 
leverage to overcome them and what interventions have been necessary. Initially the primary 
leverage was sought in the prospects of technological development and possibilities for aug-
mented natural science multidisciplinary collaboration through for example big science. Focus 
shifted toward the potential benefits of a system dynamics understanding of human impact, and, 
later, to a human development perspective enhancing the combined analysis and management of 
global environmental change. As such, it reflects the move towards human development in the 
UN’s sustainable development agenda, reflected in the Millennium Development Goals as an 
inspiration for the sustainable development goals, which is a result of the Rio+20 summit pro-
cess (Linnér and Selin, 2013).

In the early period of global environmental change research, discussions on how to organise the 
research programmes were underpinned by history of science. The IGBP and HDP emerged as 
interventions to support the logical next step in a narrative where large and successful research 
projects had reached the limits of understanding within respective disciplines. Here, ‘big science’ 
utilising advanced technology was forwarded as the leverage for enhancing both the analysis of 
huge amounts of data and the integration of disciplines into predictive Earth System models. The 
strength of natural scientific disciplines made the IGBP the logical next step. In turn, this view 
reinforced disciplinary research as the basis on which the Earth System could emerge as a 
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synthesis. Thus the history of science narrative supported an increased integration within, but not 
between, the natural and social science communities.

Around the turn of the millennium, discussions began on how to organise global environmental 
change research for the decade to come. The earlier history of science was downplayed in favour 
of an Earth System history approach, providing the primary motivation for further integration of 
social and natural science. This historical account enforced a new research design, where the 
strongly interacting biophysical and socio-economic components placed the ‘coupled human–
environment system [as] the fundamental unit of study’ (IGBP, 2006: 14). Historical support for the 
new approach drew on concrete examples of past global change, displaying the characteristics of a 
non-linear system with abrupt changes and unexpected results. Hence, while the historical narra-
tive of the 1980s underpinned research programmes based on existing scientific disciplines, the 
Earth System historical narrative opened for a reorganisation based on a systems perspective.

In the work towards a new, more integrated, research programme – Future Earth – a new 
Anthropocene history narrative emerges with two key enunciations. The first honed in on the evo-
lution of cooperation between social and natural scientists. Thanks to scientific assessments such 
as the Millennium Ecosystem Assessment, the previously tense relationship gradually turned into 
a productive cooperation on more equal terms (Mooney et al., 2013). The second emphasised his-
torical examples of mismanaged human–environmental systems to motivate research outlining and 
facilitating implementation of transformations toward sustainable societies. Drawing on these 
examples, it is not enough to understand the Earth System dynamics and planetary boundaries, the 
safeguarding of human wellbeing requires scientific knowledge about how to steer and implement 
paths to a sustainable future. The histories of mismanagement also show that the implementation 
of locally practicable and legitimate solutions requires a fostering of transparent co-designed and 
co-produced transdisciplinary research.

Science history written by Earth System and global environmental change researchers is rarely 
used as an object for critical reflection, but rather as a means of contextualising or legitimising a 
research endeavour. This limitation is visible in two missing elements in the narratives. First, the 
auto-attribution of agency; which groups in society are afforded the capacity to act, and in what 
ways? The historical narrative has placed scientists as having the ability to initiate and direct the 
work leading to sustainable development. This has changed with the co-production twist of the 
Anthropocene narrative where scientists, policy-makers and other stakeholders are seen as impor-
tant actors in the pursuit of sustainable transitions.

In agreement with the present lack of progress in current environmental politics, most notably 
climate change, some researchers propose overhauling the current democratic world system based 
on sovereign countries (e.g. Biermann et al., 2012; Schellnhuber, 2013), even a moratorium on 
democracy in favour of an expert crisis management, guided by integrated scientific knowledge 
(e.g. Hickman, 2010). A historical account aiming to support an analysis of Earth System govern-
ance might also have looked at the earlier attempts of science-based governing of large-scale sys-
tems, such as the well-intended but failed scientific/bureaucratic management of fishing around 
Newfoundland up until the collapse in 1992 (Bavington, 2010).

Second, science policies, practices and funding are embedded in cultural values and power 
struggles. The close connections between scientific knowledge production and other social and 
political processes is a central topic in historical analysis, but seldom appears in the auto-histories. 
For instance, scientific practices have been involved in and fostered by colonialism (Agrawal, 
2005), the Cold War (Doel, 2003), and the construction of global institutions (Linnér, 2003).

As Future Earth now opens to also include critical analysis from social science, reflexive ana-
lytical perspectives may be included in future auto-historical narratives of environmental change 
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research. We believe that this would be a welcome contribution to the ambition of making environ-
mental change research relevant and useful for democratic decision-making.
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Note

1.	 Also built up by the scientific programmes behind the acronym marathon; TOGA, GARP, WCRP, 
SCOPE, ISTP, IQSY, ILP, IHP, IGCP, MAB, etc.
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A critical examination of the  
climate engineering moral hazard 
and risk compensation concern

Jesse Reynolds

Abstract
The widespread concern that research into and potential implementation of climate engineering 
would reduce mitigation and adaptation is critically examined. First, empirical evidence of such moral 
hazard or risk compensation in general is inconclusive, and the empirical evidence to date in the case 
of climate engineering indicates that the reverse may occur. Second, basic economics of substitutes 
shows that reducing mitigation in response to climate engineering implementation could provide net 
benefits to humans and the environment, and that climate engineering might theoretically increase 
mitigation through strong income effects. Third, existing policies strive to promote other technologies 
and measures, including climate adaptation, which induce analogous risk-compensating behaviours. 
If the goal of climate policy is to minimize climate risks, this concern should not be grounds for 
restricting or prohibiting climate engineering research. Three potential means for this concern to 
manifest in genuinely deleterious ways, as well as policy options to reduce these effects, are identified.

Keywords
climate change, climate economics, climate engineering, geoengineering, global warming, 
mitigation, moral hazard, risk compensation

Introduction

Anthropogenic climate change poses major threats to humans and the environment. The dominant 
approach thus far to reducing climate risks has been efforts toward reducing annual greenhouse gas 
emissions (‘mitigation’). However, given the slow rate of the natural removal of additional carbon 
dioxide (CO2), this can be only a long-term strategy. There is also a significant chance that this 
mitigation will be suboptimal. In the meantime, emissions continue to accumulate in the atmos-
phere and the climatic effects of today’s emissions will not be felt for decades. As a consequence, 
we are already committed to an uncertain amount of climate change (Allen et al., 2009) which may 
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already surpass the internationally agreed-upon 2°C threshold for ‘dangerous climate change’ 
(Peters et al., 2013). Therefore, even though mitigation remains vital, society faces an unpleasant 
future of managing climate change. Adaptation of society and ecosystems to a changed climate has 
become the second set of responses to climate risks. Significant steps toward adaption may now be 
evident, as countries are pledging billions of dollars for it. The promised cash is not yet fully in 
hand, though, and like mitigation, adaptation also easily gets mired in the morass of international 
politics and divergent perceptions of justice.

In the context of the seriousness of climate risks and the limits of likely mitigation and adapta-
tion, some observers are increasingly considering intentional, large-scale interventions in natural 
systems in order to reduce climate change risks. These ‘climate engineering’ or ‘geoengineering’ 
proposals are diverse, and fall into two general categories. ‘Carbon dioxide removal’ (CDR) or 
‘negative emission technologies’ would capture the leading greenhouse gas from the atmosphere 
and sequester it. Proposals include CO2 capture from ambient air and ocean fertilization. ‘Solar 
radiation management’ (SRM) would slightly increase the reflective albedo of the Earth in order to 
compensate for the warming effect of climate change. These techniques could include stratospheric 
aerosol injection and marine cloud brightening.

Climate engineering proposals have been controversial for a variety of reasons. Perhaps the 
most widespread concern is that they would undermine mitigation efforts. Indeed, nearly any dis-
cussion of climate engineering outside of a few scientific journals devotes significant attention to 
this. Taken to an extreme, this concern – typically called ‘moral hazard’ but more accurately ‘risk 
compensation’ – justifies a taboo, which was essentially the case (Lawrence, 2006) prior to an 
essay by a Nobel laureate atmospheric scientist (Crutzen, 2006), whose bona fides were beyond 
doubt and whose career and legacy were secure. Yet this concern has gone mostly unscrutinized 
(for an exceptional examination, see Hale, 2012). Although attention to climate engineering has 
increased in recent years, relative to mitigation and adaptation it remains on a distant tier of 
consideration.

This article challenges the concern that the consideration, research, development, potential for 
implementation and actual implementation of climate engineering would lessen mitigation and – to 
a lesser extent – adaptation, leading to undesirable outcomes such as greater climate change dam-
age.1 This will be called the climate engineering moral hazard-risk compensation (CE MH-RC) 
concern and, if it manifests, the CE MH-RC effect. Note that, although the CE MH-RC concern 
could apply to all forms of climate engineering, it is much more pronounced in those forms – par-
ticularly within SRM – which may be effective, rapid and inexpensive. It is these proposals which 
are the primary, but not sole, subject of this paper. The intention in this paper is to be somewhat 
provocative in order to encourage critical examination of widespread assumptions and assertions. 
It uses three approaches – empirical evidence, basic microeconomics of substitutes and existing 
and potential policies – to demonstrate that this concern may be overstated and hindering the devel-
opment of effective climate policy. Specifically, from these approaches, I assert that

(a)	there may be either no CE MH-RC effect or a reverse one;
(b)	independent of (a), some substitution of climate engineering implementation for mitiga-

tion could provide net reduction of climate risks; and
(c)	independent of (a) and (b), if policy-makers wished to reduce any potential CE MH-RC 

effect, there would be little that they could effectively, realistically and ethically do.

In the process, I highlight three potential mechanisms of a genuinely deleterious CE MH-RC effect. 
However, these mechanisms are often present in the formation of a wide range of public policies, and 
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their problematic consequences for climate change are much broader than potentially lessening mitiga-
tion. Importantly, examination of the CE MH-RC concern raises the question of what precisely are the 
goal and the means of climate policy. Assuming that the goal is the reduction of climate risks and 
subsequent damage, and that the means to this include but are not limited to mitigation and adaptation, 
the CE MH-RC concern should not be grounds for restricting or prohibiting climate engineering 
research, and responsible climate engineering research should be encouraged. However, there are 
some policy options to address and reduce the potential deleterious CE MH-RC effects.

Moral hazard, risk compensation and their empirical evidence

The first approach is to examine existing empirical data in order to see whether they imply a prob-
able CE MH-RC effect. Moral hazard and risk compensation, which are the two existing categories 
of analogous human behaviour, will be examined in general. The former is the term that has most 
often been used to describe the CE MH-RC concern, although the latter is a closer fit. In each case, 
existing empirical evidence will be briefly reviewed. This is drawn from the disciplines which 
developed the terms: for moral hazard, behavioural economics of insurance; for risk compensation, 
behavioural psychology of risk and safety. Then the existing but limited empirical evidence for the 
potential CE MH-RC effect will be summarized. Note that this section describes responses of indi-
viduals whereas climate engineering is a matter of collective decision-making. Consequently, its 
actual consideration, research and development could yield distinct results. Collective decision-
making will be explored to some extent in the subsequent section.

Moral hazard

Moral hazard is a socially inefficient increase in risk-taking by one party once another party absorbs 
some of the potential negative consequences of the first party’s actions, typically through an insur-
ance-like agreement between the parties and typically without the latter party’s full knowledge of 
this increase. The term’s negative connotation is a vestige of its original meaning, which was lim-
ited to intentional actions by ‘unscrupulous’ insurees (Black, 1910: 563). With the rise of more 
theoretically rigorous economic studies in the mid-20th century, the concept was broadened to 
include any increase in risk-taking by insurees (Pauly, 1968). This was then seen as a rational but 
possibly subconscious response to altered incentives. Now, moral hazard has been further general-
ized to the principal–agent problem in which the agent who creates risk has greater information 
regarding her actions than the principal who bears the risk (Stiglitz, 1983).

Although moral hazard seems logical and has been supported by modelling, there is no agreement 
as to its actual magnitude because of several challenges in empirical work (for a review, see Cohen 
and Siegelman, 2010). Most importantly, the problem is one of information asymmetry, which makes 
research inherently difficult: if the principal cannot obtain certain information regarding the agent’s 
behaviour, then often researchers cannot as well. Another challenge is how to distinguish among 
three different behaviours by insurees which each lead those with greater insurance to file more 
claims, which is typically the actual observable event. The first of these behaviours is the increase in 
risk-taking after obtaining or increasing insurance. This is more specifically called ex ante moral 
hazard and is the one most relevant to the CE MH-RC concern. Second, ex post moral hazard is when 
an insuree, after increasing his coverage, files more or greater insurance claims while his risk-taking 
remains constant. Third, adverse selection is when those who know beforehand that they present 
more risk will choose to obtain more insurance. A further challenge to obtaining empirical evidence 
of ex ante moral hazard is that insurers undertake steps to reduce it, such as monitoring insurees and 
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sharing risk with them through deductibles, co-payments and coverage limits. Finally, there are other 
behaviours, some of which may remain unknown, which further confound evidence of ex ante moral 
hazard. For example, obtaining medical insurance may expose insurees to information regarding the 
benefits of eating healthy, resulting in them reducing their risky behaviour.

Therefore, while numerous studies find that individuals with more insurance file more and 
larger claims, the majority of these studies do not (and generally cannot) distinguish ex ante moral 
hazard from adverse selection and especially from ex post moral hazard.2 One review of several 
forms of insurance concluded that ‘This literature identifies a moral hazard effect in some contexts 
but not in others’ (Cohen and Siegelman, 2010: 72). In the best-examined field, that of medical 
insurance, ‘there are theoretical reasons to believe that health insurance coverage may cause a 
reduction in prevention activities, but empirical studies have yet to provide sufficient evidence to 
support this prediction’ (Dave and Kaestner, 2009: 369). Research into automobile insurance is just 
now beginning to try to tease apart ex ante moral hazard; initial data indeed supports at least its 
existence (Abbring et al., 2008). As a final example, the case of workers’ compensation is mud-
dled, in part because three parties are involved: the insurer, the employer and the employee. A 
recent study found some support of ex ante moral hazard among workers, but this seemed to be 
more than compensated by greater safety measures taken by the employer in order to reduce their 
costs (Guo and Burton, 2010). Outside of insurance, other manifestations of ex ante moral hazard 
– such as mutual defence treaties (Benson, 2012), foreign aid (Bräutigam and Knack, 2004), 
humanitarian intervention (Kuperman, 2008) and financial investments (Stiglitz, 1983) – can be 
theorized and perhaps modelled but are even more difficult to confirm empirically.

Risk compensation

Risk compensation is an increase or decrease in risk-taking once an individual perceives that risk 
to be lower or higher, respectively. The actual risk may or may not have changed in a manner con-
sistent with the change in perception. It relies on a model of human behaviour in which people 
balance the advantages and disadvantages of risk-taking. If some exogenous change such as a new 
regulation or technology alters the perceived risk of an activity, then individuals will compensate. 
It differs from ex ante moral hazard in that the increase in risky behaviour is not due to its negative 
consequences being transferred onto another party, and there is consequently no information asym-
metry. However, like ex ante moral hazard, it can be considered to be a rational, although perhaps 
subconscious, response to changed incentives.

Empirical evidence of risk compensation is mixed, with studies producing a wide range of rates 
of offsetting behaviours. The best-studied field is automobile safety, such as seat belts, road light-
ing and vehicle safety inspection. Early work found that although seat belt laws reduced driver and 
occupant fatalities, they led to more dangerous driving as evidenced by increases in accidents with 
pedestrians and bicyclists (Peltzman, 1975). More recent research has shown much smaller effects, 
with one study concluding that ‘If anything, these laws and the accompanying increase in belt use 
result in safer driving behaviour … Overall, seatbelt laws and the higher belt use these laws induce 
do not increase nonoccupant risk exposure’ (Houston and Richardson, 2007: 933). Similarly diver-
gent results have been observed in the cases of children’s and sports protective equipment 
(McIntosh, 2005; Pless et al., 2006; Scott et al., 2007), bicycle helmets (Fyhri et al., 2012), vac-
cines and condoms to prevent AIDS/HIV and other sexually transmitted diseases (Brewer et al., 
2007; Eaton and Kalichman, 2007) and hypertension drugs (Steptoe and McMunn, 2009). Another 
notable area of debate is harm reduction efforts in use of alcohol, tobacco and illicit drugs (Ritter 
and Cameron, 2006). Importantly, the risk compensation literature does not indicate a net increase 
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in harm resulting from the offsetting behaviour, but instead only a smaller net reduction of harm 
than would be expected from the initial change alone.

In another similarity with moral hazard, these data are uncertain because reliable empirical stud-
ies of risk compensation are difficult. In an experimental setting, manipulating research subjects’ 
risk perceptions is challenging, and may raise ethical constraints (Underhill, 2013). Outside of the 
laboratory or clinic, the offsetting behaviour can be difficult to measure and/or may be confounded 
by other variables. For example, bicycle helmet laws may lead to a selection effect wherein those 
who bike more slowly yet helmetless are deterred from biking, leaving behind those who bike for 
speed while helmeted (Fyhri et al., 2012). There could also be counteracting information effects, in 
which the perception of safety equipment serves as a reminder of a risk’s seriousness, leading to 
more cautious behaviour.

Debates over certain policies which may have risk compensation effects are sometimes muddled by 
commentators’ normative commitments. This is particularly the case with behaviours which are con-
demned by some as immoral, such as non-marital sex and illicit drugs. Some observers assert that even 
though policies such as human papillomavirus (HPV) vaccinations, prostitution decriminalization and 
clean intravenous needle exchanges may reduce harm, such steps would ‘send a wrong message’ and 
lead to an increase in the condemned behaviour. These situations are typically disagreements as to the 
policy goal. To some, the goal is to reduce certain tangible harms, while to others it is to reduce the 
occurrence of the morally condemned behaviour. This disagreement will be revisited below.

Empirical evidence for climate engineering moral hazard and risk compensation

The case of a potential CE MH-RC effect is even more uncertain than the investigated examples of 
moral hazard and risk compensation, because climate engineering is not actually being used yet 
and because the ‘actor’ in question is global society, behaving collectively with intergenerational 
impacts. Although the term ‘moral hazard’ is used more often for climate engineering, risk com-
pensation fits better, although is still imperfect (Keith, 2013; Lin, 2013). In order for climate engi-
neering and its research to present a moral hazard, then risks would need to be consensually 
transferred to another party who has inferior information as to the behaviour of the risk-taking 
party.3 If climate engineering research and development were to reduce mitigation, then this may 
transfer some risks to future generations, but future generations would also be the ones to benefit 
by having greater knowledge about climate engineering and perhaps the additional option to imple-
ment it. It remains unclear whether these together would result in a net increase in their climate 
risks. Furthermore, future generations have not (and cannot) consent, and the crux of the CE 
MH-RC concern is not that the present generation has greater information about its behaviour than 
future ones do. In contrast, with risk compensation, risks to the actor are exogenously reduced, 
often through a technological intervention, which in turn impacts risk perception and behaviour. 
Models thus far do indicate that climate engineering could provide a reduction of risks from cli-
mate change,4 although some risks may be transformed in type (for example, from changes primar-
ily in temperature to changes primarily in precipitation) and to different populations.

There are only a handful of opinion studies of climate engineering, and just five of these have 
implications for the CE MH-RC concern.5 Although each has limitations, all point toward a non-
existent or even reverse CE MH-RC effect, perhaps resulting from an information effect analogous 
to seeing a seat belt. First, the Royal Society of London convened focus groups, which indicated that

rather than presenting a ‘moral hazard’ issue, the prospect of geoengineering could galvanise people to act, 
and demand action, on greenhouse gas emission reductions. Although participants were generally cautious, 
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or even hostile, towards geoengineering proposals, several agreed that they would actually be more 
motivated to undertake mitigation actions themselves (such as reducing energy consumption) if they saw 
government and industry investing in geoengineering research or deployment. (Shepherd et al., 2009: 43)

Second, a public dialogue organized by the UK’s Natural Environment Research Council found 
evidence ‘contrary to the “moral hazard” argument that geoengineering would undermine popular 
support for mitigation or adaptation’ (IPSOS Mori, 2010: 2). Third, an opinion survey of residents 
of Canada, the UK and the USA produced a moderate degree of opposition (a mean of 2.07 on a 
scale of 1 to 4, where 2 is ‘somewhat disagree’) to the statement ‘Solar Radiation Management 
should be used so we can continue to use oil, coal and natural gas’ (Mercer et al., 2011: 5). Fourth, 
in an experimental survey, some respondents were exposed to information about climate engineer-
ing, while others were not. ‘Contrary to the “moral hazard” effect … subjects in the geoengineering 
condition did not become sanguine about climate change risks. Indeed, on the whole, they dis-
played more concern over climate change than ones in the control condition’ (Kahan et al., 2014: 
15). Finally, a public discussion group in the UK found that ‘No-one saw the benefit of geoengi-
neering without mitigation’ (Integrated Assessment of Geoengineering Proposals, 2014: 3).

Basic economics of substitutes

The second approach to examine the CE MH-RC concern is through the basic economics of sub-
stitutes. Suppose that global society is simultaneously a consumer and a producer of various 
responses to climate change risks. These will have costs which increase for each additional unit 
‘purchased’ (or, better stated, ‘invested in’) because society would try to begin with the least 
expensive actions before moving to the more expensive ones. This gives an upward-sloping mar-
ginal cost curve. In comparison, the shape of the marginal benefit (or utility) curve is less certain: 
it is often assumed to be upward-sloping, but it may be horizontal on average, in that the damage 
averted by reducing warming from 5°C to 4°C may be equivalent to that averted from 1°C to 0°C. 
Future costs and benefits are included and discounted, in that they are reduced by a compounding 
rate in order to reflect opportunity costs and the preferences to have benefits sooner and to incur 
costs later.6 This yields single marginal cost and marginal benefit curves using present values, even 
though the costs and benefits will actually occur at various times. Furthermore, in each case, the 
curves can incorporate other positive or negative effects. For example, mitigation will also reduce 
other forms of environmental damage, and adaptation will also make society more resilient to natu-
ral disasters. A world with elevated atmospheric CO2 and SRM climate engineering may have 
higher crop yields (Xia et al., 2014), but precipitation patterns would change (Kravitz et al., 2014b), 
possibly in harmful ways. These benefits and costs could even include social and political effects, 
such as the potential misuse of SRM climate engineering and its need to be sustained for a long 
time, as well as aggregate normative preferences, such as the beliefs that we should minimize 
human interference in the natural world and that it is better to address a problem closer to its cause.7 
It is important to note that these curves remain uncertain; they could have greater or lesser slopes 
and could be highly nonlinear. For now, let us maintain five simplifying assumptions: (1) that miti-
gation is the only possible response to climate risks; (2) that decisions are made by a single, omnip-
otent benevolent decision-maker; (3) that the decision-maker is omniscient; (4) that the preferences 
of people coincide; and (5) that decision-makers are rational. With this single response option, 
society invests in mitigation until an optimal, efficient quantity, where the additional cost of one 
more unit equals the additional benefit of that unit.

Now the first four assumptions can be removed stepwise, the first of which is to now consider 
multiple responses to climate risks. (The assumption of rationality will be maintained.) After the 
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introduction of a second response, the imperfect substitute of climate engineering implementation, 
the marginal benefit of mitigation will decrease because some desire to reduce climate risks will 
have been met through climate engineering. As a result, the optimal quantity of mitigation will also 
decrease. However, the net benefit (which includes and is most likely dominated by the reduction 
of climate risks) will increase. After all, if the net benefit did not increase – which could be the case 
if all the incorporated secondary costs caused the optimal amount of climate engineering to be zero 
or less – then there would have been no investment in climate engineering implementation, given 
the current assumptions. This is essentially a case of simple substitution following neoclassical 
economics. Because the benefit curves for both mitigation and climate engineering include all 
effects and normative preferences, one cannot simply state that mitigation is the preferred option. 
Under this, any reduction in the quantity of mitigation after the introduction of climate engineering 
implementation is both rational and net beneficial to humans and the environment.8

In reality, there are at least four top-level response categories: mitigation, climate engineering, 
adaptation and suffering climate change damages.9 The last of these is not purchased but instead 
manifests as human suffering, environmental damage and reduced economic activity. Climate 
engineering implementation would decrease investments in mitigation and adaptation through sub-
stitution, and would decrease climate damages through its primary intended effect. At the same 
time, because climate engineering implementation is expected to have very low financial costs10 
while those of mitigation, adaptation and climate change damages will be great, this will liberate 
some of society’s financial resources, a portion of which could be used for mitigation.11 Thus, there 
would be counteracting effects of climate engineering implementation on the amount of mitiga-
tion: a substitution effect, described in the previous paragraph, which would decrease it, and sev-
eral income effects, described here, which would increase it. It is theoretically possible that climate 
engineering implementation could increase mitigation through dominant income effects.12 These 
income effects would be stronger as the costs of mitigation, adaptation and climate change dam-
ages approach a greater portion of total economic activity. However, these are each currently esti-
mated to be only a percent or two of economic activity. On the other hand, they might turn out to 
be higher, and one can also imagine a scenario in which voters endorse setting aside only a certain 
percentage of society’s income for climate purposes, which would increase the relative importance 
of the income effect. Nevertheless, the possibility of these multiple income effects actually domi-
nating the substitution effect is interesting but seems unlikely.

Lifting the second assumption transfers decision-making from a single decision-maker to numerous 
states which pursue their self-interests and can negotiate with each other in various forums. Let us 
examine in some depth the resulting effects on each of the three primary responses to climate change 
risks. First, mitigation presents a global, transgenerational collective action problem. In a hypothetical 
world of homogenous states, the benefits of each country’s costly mitigation are diluted across the 
globe, causing them to each mitigate suboptimally. This is the classic underproduction of a public 
good. In the real world, those countries that are better positioned to mitigate (i.e. the industrialized 
countries) are generally less vulnerable to climate change, exacerbating this underproduction. 
Moreover, the costs are borne now and the benefits reaped later, whereas political decision-makers 
lack the necessary incentives for this transgenerational investment. Barring unprecedented levels of 
international trust, self-sacrifice and enforcement in international cooperation, mitigation will be very 
suboptimal. Second, although adaptation is, for the most part, not a collective action problem, it too 
will likely be under-provided because the more vulnerable developing countries have less capacity to 
adapt. Optimal adaptation will require enormous and politically unpopular international wealth trans-
fers from the industrialized ones to the developing ones. Thus, independent of climate engineering, 
adaptation and especially mitigation will be significantly suboptimal in a world of many countries.
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The effect of multiple decision-makers on climate engineering implementation will depend on its 
form. CDR is much like mitigation, and will follow a similar pattern with the magnitude of its under-
production dependent on the various techniques’ costs, risks and capacities. The case of SRM varies 
by the method’s specific scale of impact. At one extreme, it could hypothetically be implemented 
locally.13 Each country would provide for its own SRM at its locally optimal level, with some positive 
and negative side effects for other countries. Negotiations between countries for payments could lead 
to compensation for victims of negative side effects, to reimbursement for positive effects, or to an 
agreement to adjust the magnitude of local SRM climate engineering. In this situation, SRM would be 
provided at a level close to its optimum, but probably somewhat higher because of uncompensated 
negative externalities. At the other extreme, SRM could be completely global, with no capacity for 
local optimization. In an ideally cooperative world, countries would agree upon a level of SRM which 
maximizes total net benefits with side payments to compensate any losers, or – barring that – upon a 
level which would maximize total net benefits without leading to net harm for any country (see Kravitz 
et al., 2014b; Moreno-Cruz et al., 2012). In reality, any negotiations would occur among states with 
diverse levels of power, interests and capabilities. Considering its low expected financial cost, and 
assuming that countries may increase but not decrease the intensity of SRM, the amount of global 
SRM might be determined by the country that preferred the highest SRM intensity while possessing 
sufficient international power and influence to withstand any retaliation or reputational damage from 
those which preferred a lower intensity.14 Assuming no correlation between countries’ power and SRM 
preference, SRM climate engineering in this scenario would then be over-implemented, the magnitude 
of which would depend upon the degree of alignment among countries’ SRM preferences. One study 
modelled the preferred intensity of global SRM for 22 different regions (Ricke et al., 2013).15 The 
highest preferred SRM intensity among the regions was approximately 20% greater than that of the 
lowest. This general alignment among regions implies that, in the world of selfish ‘great powers’ 
described above, global SRM climate engineering implementation is likely to be overproduced, but 
not by a very large amount. In reality, SRM intensity will likely be less extreme through technical 
measures, such as optimization by latitude (MacCracken, 2009; MacMartin et al., 2013; Modak and 
Bala, 2014) and by time of year, and through social measures, such as implementation through multi-
national coalitions (Ricke et al., 2013).

Therefore, the inclusion of multiple decision-makers leads mitigation and adaptation to be sub-
optimal, independent of climate engineering. In the presence of climate engineering implementa-
tion, these two might be somewhat more suboptimal while SRM climate engineering may be 
slightly over-implemented.

The third assumption to remove is that of omniscience. Thus far, I have assumed that decision-
makers knew the shapes of the marginal cost and marginal benefit curves for each response. As 
noted above, climate science and economics are uncertain. Both mitigation and climate engineer-
ing pose uncertainty, some of which can be reduced through research and some of which may 
remain irreducible. As the reality of climate change and our responses to it unfolds, decision-
makers can adjust policies as they learn more about the consequences of earlier actions.

The implications of uncertainty for mitigation and SRM climate engineering are not equal. The 
latter poses greater uncertainty both because there has been much less research to date, and because 
it relies upon intentional interventions in a highly complex system which has already been subject 
to other (unintentional) interventions. In contrast, mitigation has been studied for decades, and its 
irreducible uncertainty is lesser because it would reduce interventions in complex climate systems 
(although it would increase interventions in complex economic systems). Thus, assuming that 
society is risk averse, decision-makers should be willing to increase mitigation and to decrease 
climate engineering relative to their risk-neutral optimal levels. This would result in greater finan-
cial costs and environmental damage, but this does not imply that such risk aversion is irrational.
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As research reduces the uncertainty for a given climate change response option, its expected 
costs, benefits and optimal amount often change. That is, later research may yield results contrary 
to initial expectations and preliminary research. Again, this has different implications for mitiga-
tion and climate engineering. Because researchers have been refining the costs and benefits of miti-
gation for decades, it seems unlikely that society would now aim for an optimal mitigation level 
which later mitigation research reveals to be dramatically different from optimal. In contrast, future 
climate engineering research may point toward an optimal level which is indeed dramatically dif-
ferent from what we now believe. Because the expected optimal level of mitigation is influenced 
by the expected optimal level of climate engineering via imperfect substitution and possible income 
effects described above, this creates the first of three potential deleterious CE MH-RC effects 
which this paper identifies. If (1) the initial expectations of climate engineering implementation 
were highly positive, (2) this reduced mitigation via expectations of a beneficial substitution effect 
and (3) later research or experience yielded more negative results, then net climate risks would 
increase (see Moreno-Cruz and Smulders, 2010). However, the reverse could be true as well, in 
which an excessively pessimistic view of climate engineering would hinder its research and devel-
opment, also increasing net climate risks. Regardless, all these scenarios call for further research.

Furthermore, mitigation and SRM climate engineering differ in how decision-makers learn from 
and respond to the effects of their policies. In both cases, decision-makers may aim for a level which 
they believe to be optimal but, because of lingering uncertainty, only after implementation learn to be 
significantly different from than optimal. In the case of mitigation (as well as CDR climate engineer-
ing), because climate change and its damages lag for decades behind the greenhouse gas emissions 
which cause them, the benefits of mitigation will also lag. Furthermore, mitigation itself – new tech-
nologies, policies, infrastructure, agricultural practices, ecosystem management practices, etc. – is 
slow to implement. Once decision-makers learn more about the magnitude of climate change and its 
damages, as well as about the revised level of optimal mitigation, excessive or insufficient mitigation 
cannot be rapidly corrected. In contrast, the intended effects of SRM climate engineering implementa-
tion would be felt on a relatively short timescale. If society were to implement a level of SRM which 
it later learned differed significantly from optimal, then this level could be adjusted upward or down-
ward relatively rapidly, at least with the most widely discussed SRM methods which appear to be 
effective and inexpensive, such as stratospheric aerosol injection and marine cloud brightening 
(Kravitz et al., 2014a). Of course, in the meantime, the costs of insufficient or excessive SRM would 
be borne by humans and the environment. Although the SRM intensity could be adjusted relatively 
quickly to respond to global temperatures, the observation and attribution of some secondary effects of 
SRM climate engineering implementation, such as precipitation changes, could require many years, 
and any corrections would be subsequently delayed.

Finally, let us remove the assumption that all people in a given country have similar preferences. 
This leads to the last two potential deleterious CE MH-RC effects. For one thing, the preferences 
of decision-makers and the broader population may not coincide. For example, they may have dif-
ferent discount rates, magnitudes of risk aversion, preferences for maintaining a more natural 
world, and preferences for addressing a problem closer to its source. They could also live in differ-
ent locations and thus give different weight to particular effects of climate change and responses 
thereto. That is, the personal costs and benefits for the various climate response options may differ 
between the two groups. There is therefore a risk of a genuine bias if decision-makers prefer a 
higher level of climate engineering and a lower level of mitigation relative to the genuine popula-
tion. Of course, the reverse may be true.16 The third and final potential deleterious CE MH-RC 
effect could arise if there were temporal misalignment of preferences. If earlier generations were 
to prefer a higher level of climate engineering and a lower level of mitigation relative to future 
generations, then the results could be suboptimal. Again, the reverse may turn out to be the case.
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To summarize, this section’s simple economics of substitutes indicates that, even if climate engi-
neering were to reduce mitigation, then its implementation could still provide net benefits through 
substitution. This conclusion continues to hold when considering several responses to climate change 
risks and many independent decision-makers. Through multiple income effects, it is theoretically pos-
sible that climate engineering implementation could even increase mitigation. The relative impact of 
uncertainty is less clear, in part due to lesser current knowledge regarding climate engineering relative 
to that of climate change and mitigation. Nevertheless, the response times of mitigation, adaptation and 
SRM climate engineering implementation indicate an advantage for the latter in response to learning. 
This section identified three potential deleterious CE MH-RC effects: (1) inaccurate initial expecta-
tions for mitigation and especially for climate engineering; (2) misalignment of the preferences of 
decision-makers and those of the general population; and (3) misalignment of the preferences of earlier 
generations and those of later generations. Each of these could decrease or increase the level of mitiga-
tion with respect to its optimal level.

Policy options

Assuming that policy-makers wished to reduce any potential CE MH-RC effect, independent of 
whether their concerns were warranted, then what could they do? We can first examine policies in 
other areas with ex ante moral hazard or risk compensation. The former is caused by information 
asymmetry between a principal and an agent regarding the risky behaviour of the agent. One response 
is for the principal to adopt policies which reduce the information asymmetry. For example, insurers 
offer lower rates if insurees demonstrate that they behave in certain low-risk ways. Another response 
to ex ante moral hazard is policies wherein the insuree shares some risk, such as through deductibles 
and co-payments. Although ex ante moral hazard is a weak analogy, the suggestion that the present 
generation should increase its exposure to climate risks is considered further below.

Policies regarding risk compensation are more instructive although, as noted, imperfect. Here, 
the technology or the regulation which induces the risk compensation is generally promoted or 
required because it leads to a net decrease in harm, despite the compensating behaviour. In the best-
studied case, people drive automobiles more riskily with seat belts, air bags and improved lighting, 
and thus cause slightly more accidents. However, these safety devices are promoted or required 
because they lead to net reductions in injuries and fatalities. The mirror-image of this is when peo-
ple drive more carefully when they are intoxicated or use a mobile telephone, behaviours which are 
discouraged or prohibited because they increase harm despite the more careful driving. After all, 
the reduction of injuries and fatalities (balanced with rapid transportation) is the goal of automobile 
safety policies; encouraging cautious driving is merely one means to that end. Some economists 
have made a tongue-in-cheek proposal that, if the goal were indeed to be cautious driving, then a 
spike in the centre of the steering wheel pointed at the driver would be preferable to a seat belt 
(McKenzie and Tullock, 1981: 40). Other examples of risk compensation are promoted by similar 
policies or norms in the cases of sports safety equipment, gun storage and public health measures. 
Furthermore, large public investments are made in developing treatments for medical conditions 
which are caused by personal choices, such as lung cancer and type 2 (adult onset) diabetes. These 
approaches are consistent with the simple economics described above, in which the introduction of 
a substitute might reduce cautious behaviour but results in decreased net harm.

A notable exception to this pattern is when the behaviour is condemned by some as immoral. As 
noted above, harm reduction policies with regard to non-marital sex and illicit drugs are often 
opposed not because of their likely effect on tangible harms (although opponents sometimes also 
try to make that argument) but because they would likely increase the occurrence of the con-
demned behaviour. Here, the disagreement is over the policy goal. If the goal is to reduce the 
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tangible harms, then these harm reduction policies are beneficial. However, if the goal is to reduce 
the condemned behaviour, then the measures are opposed because they would lead to an increase 
in the behaviour’s occurrence. Indeed, from this perspective, the risks of the behaviour should 
intentionally be kept high.

These examples shed light on the CE MH-RC debate. If the goal of climate policy is to mini-
mize climate risks to humans and the environment, then climate engineering should be seriously 
considered, at the present time through research. However, if its goal is mitigation itself, then cli-
mate engineering and its research should be taboo.

In this context, it is relevant to consider the history and current status of adaptation in the cli-
mate change discourse. In the 1990s, there was widespread concern that consideration of and 
research into adaptation to a changed climate would hinder mitigation. It was called ‘an unaccep-
table, even politically incorrect idea’ because, among other reasons, it ‘could make a speaker or a 
country sound soft’ on mitigation (Burton, 1994: 14). Along similar lines, then-US Vice President 
Al Gore initially called adaptation ‘a kind of laziness, an arrogant faith in our ability to react in 
time to save our skin’ (Gore, 1993: 240). During this time, ‘the first obstacle to adaptation is reluc-
tance to contemplate it’ (Waggoner, 1992: 146), and it ‘was viewed with the same distaste that the 
religious right reserves for sex education in schools. That is, both constitute ethical compromises 
that in any case will only encourage dangerous experimentation with the undesired behaviour’ 
(Rayner and Thompson, 1998: 292). However, adaptation is now a second widely accepted cate-
gory of responses to climate risks. This change was due to the facts that some climate change can-
not be avoided and that the burdens of it will fall largely on the world’s poor. Gore now admits that 
he was ‘wrong in not immediately grasping the moral imperative of pursuing both policies [mitiga-
tion and adaptation] simultaneously, in spite of the difficulty that poses’ (Lind, 2013). Although 
there cannot be a ‘control group’ in order to compare the climate change discourse with and with-
out the consideration of adaptation, it would be difficult to argue that the mainstreaming of adapta-
tion has significantly reduced mitigation. It is unclear how and why climate engineering is 
fundamentally different from adaptation in this regard.

Let us concede for a moment that policies should indeed strive to reduce any CE MH-RC effect, 
regardless of whether the concern is warranted. At this point in time, the issue is whether and how 
to discuss and research climate engineering.17 The assertion that the taboo against publicly discuss-
ing climate engineering should be reinstated or that climate engineering research should be severely 
restricted (or at least not be publicly funded) is an argument that climate engineering constitutes a 
form of ‘forbidden knowledge’ and is, at its core, a case for sustained wilful ignorance in the face 
of large risks to humans and the environment (see Rayner, 2014). This is even more so because of 
the uncertainty of climate change. Climate sensitivity may turn out to be much higher than expected; 
harm to humans and the environment from climate change may be greater than expected; the 
capacities of ecosystems and society to adapt may be much lower than expected; and mitigation 
and adaptation may remain too low. In these events, climate engineering could be more beneficial 
than it is now understood to be because of the possibilities of rapid and unilateral implementation, 
as described above.18 Indeed, prohibiting or restricting climate engineering research could increase 
the likelihood of a hazardous CE MH-RC effect resulting from lingering but unsubstantiated 
expectations of climate engineering’s potential to reduce climate risks, and would lead to future 
decision-making to be based upon a thinner knowledge base.

Recently, papers by two legal scholars proposed policies which would attempt to reduce any CE 
MH-RC effect (Lin, 2013; Parson, 2013). Some of these proposals, such as international delibera-
tion regarding the circumstances under which climate engineering would be warranted, public 
outreach to counter perceptions that climate engineering would ‘solve’ climate change and account-
able oversight (Lin, 2013) would aim to reduce two of the potential deleterious CE MH-RC effects 
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cited in the previous section, those due to high expectations and to different preferences between 
decision-makers and the general population. Other norms and rules, such as open publication of 
results and no patents on SRM technologies, could also reduce these potential negative effects (see 
Bipartisan Policy Center Task Force on Climate Remediation Research, 2011; Leinen, 2011; 
Rayner et al., 2013; Solar Radiation Management Governance Initiative, 2011).

More ambitiously, the authors propose that climate engineering research or implementation 
could be contingent upon whether states meet mitigation targets.19 While this logic from our cur-
rent vantage point may appear wise, imagine if those targets are not met – which seems not unlikely 
assuming that the targets are meaningful – and climate engineering were then not permitted. Should 
– and would – global society or individual nations then forego an option which may reduce climate 
risks, or would such an agreement lack credibility? Other writers have posited that climate engi-
neering should not be considered whatsoever, and among their reasons is the CE MH-RG concern 
(for example, see Hamilton, 2013; Winter, 2011). These are often arguments that considering cli-
mate engineering would discourage normatively desirable behaviour, but I assert that they may 
have mistaken the means (i.e. mitigation) for the end (i.e. risk reduction) of climate policy. Whether 
through linkage agreements, restrictions or prohibitions, a denial of a potential means to reduce 
climate risks is arguably equivalent to intentionally increasing risk in order to incentivize mitiga-
tion.20 This is analogous to the spike in the automobile’s steering wheel, described above, increas-
ing the driver’s risk in order to incentivize cautious driving. More accurately, it would be like a 
spike in front of a passenger, as it is largely the current residents of wealthy countries who are 
shaping climate policy but future generations and the world’s poor who will bear most of the cli-
mate change harm. It seems unwise and unethical to increase climate risks which will largely be 
borne by others as an assertion of mitigation’s primacy or as a sort of high-stakes wager that miti-
gation and adaption will be sufficient, and that climate engineering would never be beneficial.

An exception among these authors’ proposals is the most sophisticated of Parson’s (2013) proposed 
means to link mitigation and climate engineering. In this, he suggests that nations agree to a treaty in 
which those states that fail to meet their mitigation targets would be excluded from decision-making 
regarding climate engineering implementation. The author acknowledges its shortcomings. For exam-
ple, if states’ preferences for the form and intensity of climate engineering were to be closely aligned, 
as implied by some studies (Ricke et al., 2013), or if effective and affordable localized SRM methods 
were developed, then they would have little incentive to participate in the agreement. Furthermore, if 
the mitigation requirements were quite aggressive – which appear necessary in order to significantly 
reduce climate change risks – then powerful countries might not participate in the treaty or fail to meet 
their targets, with the knowledge that they would have enough international power and influence to 
later implement climate engineering regardless of the agreement. Moreover, climate engineering pres-
ently remains too uncertain to serve as an effective inducement to mitigate, although this may change 
in the future. Nevertheless, Parson’s proposal warrants further consideration.

Discussion and conclusion

This paper has attempted to demonstrate three things. First, the empirical evidences of ex ante 
moral hazard and risk compensation in general and of a CE MH-RC effect specifically are not fully 
conclusive. Indeed, the limited empirical evidence thus far indicates that climate engineering could 
present a reverse CE MH-RC effect. Second, and independent of the first conclusion, the simple 
economics of substitutes suggests that, to the extent that climate engineering implementation might 
actually reduce mitigation through substitution, this could be rational and beneficial. In fact, it is 
theoretically possible that implementation could increase mitigation through strong income effects. 
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Third, technologies and regulations which cause risk compensation – the better analogy of the two 
– are usually promoted. Even if policy-makers wanted to reduce any CE MH-RC effect, regardless 
of its actual existence, restricting or prohibiting climate engineering research would likely do net 
harm, would not be feasible and might be unethical.

In the process, this paper identified three potential mechanisms of deleterious CE MH-RC 
effects. First, expectations of mitigation and especially of climate engineering may differ signifi-
cantly from what is later learned. Second, the relevant preferences of decision-makers and those of 
the general population may not coincide. Third, the relevant preferences of earlier generations and 
of later generations may not coincide. To the degree feasible, effective and ethical, policies should 
be adopted which would reduce the likelihood and intensity of these mechanisms, or at least of the 
first two. As noted above, more and better research into all response options – including that of 
climate engineering – to climate change risks would more quickly reduce uncertainty and bring 
expectations closer to reality. Public consultation, international deliberations, accountability, trans-
parency and intellectual property restrictions could reduce the negative impacts of the first two 
mechanisms. The third possible mechanism is particularly thorny, as preferences are dynamic and 
are partially dependent upon the actions of previous generations (see Norton et al., 1998). In par-
ticular, the development of new technologies can have a strong influence upon future generations’ 
preferences. The present generation makes value-laden decisions, such as trade-offs between 
incommensurable goods, in certain ways, and does not wish to be constrained to doing this exactly 
as previous generations would have done. Likewise, future generations presumably will not want 
to be constrained to doing exactly as we do. It is unclear to what extent we should attempt to influ-
ence the preferences and constrain the behaviour of future generations in order to reduce the likeli-
hood that they will make choices contrary to current preferences.

However, these three potentially problematic mechanisms are not limited to climate engineer-
ing, climate change or even the environment but instead are present in many – and perhaps all – 
significant social undertakings, ranging from the relatively mundane (e.g. land use planning) to the 
extraordinary (e.g. war). Similarly, even when considering only the climate engineering discourse, 
these three mechanisms point to challenges which are broader than the CE MH-RC concern, such 
as regulatory capture, technocracy, scientism, hype, technological lock-in and the so-called slip-
pery slope. These challenges are not unique to climate engineering and it is not immediately evi-
dent why climate engineering policy should be held to especially high standards in these regards.

In addition, all three mechanisms could operate in manners which would increase mitigation 
and suppress climate engineering, even to harmful degrees. The presently expected net benefits of 
mitigation and those of climate engineering could be greater and less, respectively, than actual real-
ity. Decision-makers could be more favourable to mitigation and more averse to climate engineer-
ing than the general population. Future generations could also be more averse to mitigation and 
more favourable to climate engineering than earlier ones. These are, to some degree, empirical 
matters whose answers are not obvious.

We should not assume that the CE MH-RC concern is warranted and that any substitution of 
climate engineering for mitigation would be negative. Even in the cases of the potential mecha-
nisms which might cause deleterious mitigation reduction – mechanisms which go beyond the 
scope of the CE MH-RC concern and which are also present in many other policy choices – we 
should not assume that optimal mitigation is always the victim. Policy should be rationally designed 
and based upon the central goal of minimizing net climate risks to humans and the environment in 
accordance with society’s preferences. I assert that those who argue that consideration of and 
research into climate engineering should be restricted because of the CE MH-RC concern have the 
burden to demonstrate that such effects are likely and would be harmful, and that humans and the 
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environment would be better protected by foregoing this option. Until then, this concern should not 
be grounds for restricting or prohibiting climate engineering research.
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Notes

1.	 This is intended to be a broad definition with an emphasis on efficiency (i.e. welfare) concerns (per Hale, 
2012). Below I try to incorporate what Hale calls responsibility and vice considerations.

2.	 For reviews of insurances such as annuities, automobile, crop, health, housing, life and long-term care, see 
Chiappori and Salanié (2013) and Cohen and Siegelman (2010). See also the examples of automobile repairs 
(Hubbard, 1998), deposit insurance (Gropp and Vesala, 2004), international lending (Dreher and Vaubel, 
2004), public bailouts of banks (Nier and Baumann, 2006) and unemployment insurance (Chetty, 2008).

3.	 Actual climate engineering implementation may transfer risks onto others by, for example, changing 
precipitation patterns, and those who would choose to research and implement it may, in fact, have 
greater information than those who would bear the increased risk. However, as noted, the transfer of 
risk would neither be made socially inefficient by this information asymmetry nor be part a consensual 
insurance-like agreement. At the same time, if anything, climate change itself presents a similar dynamic 
in that those whose actions create or increase the risk – that is, mostly wealthy countries (or technically, 
the residents thereof) in the past and present – transfer those risks onto others – mostly poor countries in 
the future – and thus suboptimally mitigate (Samson et al., 2011). Andrew Parker (personal communica-
tion, 2014) speculates that this dynamic could fuel a form of climate engineering moral hazard in which 
wealthy countries which presently feel insulated from climate change risks will insufficiently research 
climate engineering, in the process leaving vulnerable countries exposed to greater climate change risks.

4.	 The Intergovernmental Panel on Climate Change recently reported that ‘Models consistently suggest 
that SRM would generally reduce climate differences compared to a world with elevated greenhouse gas 
concentrations and no SRM’ (Boucher et al., 2013: 575). See also Kravitz et al. (2014b).

5.	 In some studies, respondents expressed a CE MH-RC concern, but this implies nothing as to whether 
these concerns are warranted.

6.	 Although discounting is widely accepted, intergenerational discounting is somewhat controversial, even 
though its assumed value is perhaps the most important variable in climate economics. See Nordhaus (2007).

7.	 This paper adopts a consequentialist approach, and does not directly address deontological ethics. 
However, here I attempt to incorporate individually held normative preferences. This implies that those 
who hold these preferences would be willing to pay for them in terms of greater damage to humans and 
the environment as well as greater financial costs.

8.	 Climate engineering as a partial or imperfect substitute for mitigation has also been discussed by Barrett 
(2008); Bickel and Lane (2010); Emmerling and Tavoni (2013); Goeschl, Heyen and Moreno-Cruz 
(2013); Moreno-Cruz and Smulders (2010); Moreno-Cruz (2011) and Rickels and Lontzek (2012).

9.	 Davies wrote that ‘it seems far from impossible that policy packages will ultimately include a mix of 
reduced emissions, climate intervention, and acceptance of warming. One does not need to believe that 
geoengineering may be a complete solution, or a best option, to believe that it may be a desirable element 
of a realistically achievable total policy package’ (Davies, 2010:  269–270).

10.	 Estimates for the direct financial costs of implementation for the most effective yet inexpensive proposed 
climate engineering method, stratospheric aerosol injection, are on the order of a few to tens of billions 
US dollars annually (McClellan et al., 2012). In terms of climate economics, this is ‘essentially costless’ 

 at GEORGIAN COURT UNIV on March 25, 2015anr.sagepub.comDownloaded from 

http://anr.sagepub.com/


Reynolds	 15

(Nordhaus, 2013: 153). The costs of mitigation, adaptation and climate change damages are each orders 
of magnitude greater.

11.	 An income effect is more prominent if the good in question is necessary and as it accounts for a greater 
portion of the consumer’s budget. It has been empirically observed to dominate the substitute effect in 
the case of, for example, dietary staples among poor consumers (Jensen and Miller, 2008).

12.	 As a notable aside, other studies have modelled how climate engineering could lead to an increase in 
mitigation. Millard-Ball (2012), Moreno-Cruz (2011) and Urpelainen (2012) each considered a case in 
which countries are asymmetrical. Countries which could be harmed by the negative secondary effects 
of climate engineering would increase mitigation or be more likely to participate in mitigation agree-
ments in order to reduce or prevent implementation of climate engineering by other countries. Goeschl 
et al. (2013) found that a present generation which researches and develops climate engineering could 
simultaneously increase its mitigation level if it believed that future generations would have a strong bias 
in favour of climate engineering implementation.

13.	 Localized SRM is offered here primarily as a theoretical exercise. Current assessments of proposed SRM 
methods show them to be either inexpensive and global (e.g. stratospheric aerosol injection) or expensive 
and potentially localized (e.g. surface albedo modification). Some researchers are presently discussing lim-
ited seasonal and latitudinal variation (MacCracken, 2009; MacMartin et al., 2013; Modak and Bala, 2014). 
In this paragraph, assume that an inexpensive, effective, local SRM method becomes available in the future.

14.	 Weitzman (2013) calls this a ‘free-driver externality’.
15.	 This model assumed that the regions desired their 1990 conditions.
16.	 Although it may be tempting to portray decision-makers as being captured by powerful wealthy interests 

who favour continued greenhouse gas emissions, note also that aggressive mitigation would hinder eco-
nomic development in poor countries.

17.	 This is not to say that how climate engineering is considered and researched will have no impacts on how 
it might be implemented and on mitigation.

18.	 Of course, the opposites may turn out to be true, and knowledge of climate engineering would have less 
value. I emphasize its potential value in the event of greater climate damage because people tend to be 
risk averse and because SRM climate engineering could be rapidly implemented.

19.	 Note that Parson uses this proposal primarily as a logical stepping stone to others, which he then endorses 
more strongly.

20.	 This assertion brings up the distinction, or lack thereof, between doing and allowing (see Morrow, 2014). 
However, note that a conscious decision to deny the possibility of climate engineering, perhaps through 
a taboo or a prohibition, could be considered a ‘doing’ action.
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